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Preface

This book has been written with a particular audience in mind – those lone researchers who are specifically charged with conducting small-scale research and who have access to a very limited budget with which to carry it out. Such lone researchers might be students or new researchers. It seems to us that whether you are enrolled on an undergraduate or Masters course, starting out on your doctoral programme, or are asked to design and execute a one-off research project at work, there is a need for a book that sensitises you to the essentials of social research, and which helps you to design projects that are realistic, viable, and above all manageable. If you are someone who finds yourself in this position, may we first offer you our sympathies! Conducting a small-scale research project is a very demanding and challenging endeavour, and it can be extremely unnerving. But it can also be immensely rewarding to take ownership of such a project, to identify a research question that no one else has considered, and to design and execute a project that has your hallmark stamped all over it – regardless of all the angst that it may create for you along the way. Whatever your experience, we hope our book sheds some light into what’s involved in the art and practice of research, and that it offers some insight into how to approach your research project.

The book is based on one of the modules taken from a Masters course in research methods that the three of us have taught for over a decade at Nottingham Trent University. The module has undergone significant change over this period, and we would like to thank all our students past and present for their (sometimes very frank) views and observations about its content and about our teaching approach. It was initially taught in a traditional classroom setting to Masters and Ph.D. students from different academic disciplines as well as to non-academics in the research practitioner community; more recently, we have rewritten it as a distance learning module. In doing so, we have spent considerable time reflecting upon how to engage students through the written word without the benefit of their having face-to-face discussions with tutors about research methods issues and their own research plans. Having invested such effort in the development of this distance learning course, we took little persuasion from colleagues at Sage to take the next step and try our hand at writing it up as a book. We hope that the book that you have in your hands is one that is accessible and instructive in equal measures.
Essentially, this book aims to assist you in becoming a more effective social researcher through a heightening of your research awareness. This contrasts with many other undergraduate research methods books which we feel tend to over-prioritise the design and application of specific techniques. Our book sets out to explore the principles of constructing research projects, the ethical and political issues in the design and conduct of the research process, and the relationship between qualitative and quantitative methods. It also offers a critical assessment of a range of different research techniques and their applications. The intention is to enable readers to explore the circumstances in which a method is most appropriately used, and to allow them to practise and apply the relevant techniques through a series of exercises and tasks.

Our experiences of teaching research methods to university students across numerous disciplines, and to non-academics from diverse backgrounds, has led us to write a book that places a specific emphasis on catering for readers with a variety of different aptitude levels. Given that this is the case, we have adopted an approach that will stretch and challenge the more experienced of you, while at the same time engaging others who are less familiar with some of the themes and concepts so that you can design and conduct projects in an informed and confident way. To this end we have tried to employ an interactive and participative style that we hope will appeal to all readers in a very practical manner. Thus the book contains numerous practical examples from our own research as well as from the research of others – this should help to contextualise the research issues discussed. Definition boxes are included to help you grapple with key concepts and themes, and with different research approaches and styles. And at the end of each chapter we have included a short research task which should give you an opportunity to practise a particular research approach or method, and reflect upon your experience in doing so. The only exception is Chapter 10 which does not include such a task but several activities, the outcomes to which will form the basis of a research proposal.

This book seems to have taken a long while in coming – and in fact it has! We’d really like to thank colleagues at Sage (and especially Patrick Brindle) for their patience and tolerance, and for persevering with us generally. The comments from the reviewers were of immense value, as has been the feedback from our very many students over the years.

Matt would like to thank his two boys, Jacob and Oliver, for their love and inspiration, and Shelagh for her love, faith, and spirit.

Mark would like to thank Ann for her love, support, and encouragement.

Nick would like to thank his parents, Maggie and Tony Foard, for their love, encouragement, and belief. He would also like to thank Suzie for her love, support, and motivation.

Matt Henn, Mark Weinstein, and Nick Foard
Nottingham Trent University
Introduction

This book is concerned with introducing students and researchers to the ideas and issues that are associated with research practice. It assumes that the primary motivating force driving such people is the pursuit of knowledge – asking questions about some aspect of the social world that we are interested in, and collecting empirical evidence in an attempt to further our understanding of the matter.

But where do such questions come from? The questions may be theoretically informed. Put another way, they may be the result of our desire to test out – or challenge – existing explanations for issues that we are interested in. Alternatively, and at a more immediate level, the issues that may preoccupy the student or researcher may be policy oriented. They may originate in a concern that we have in our own day-to-day life. This may, perhaps, be a problem at work or in our local community.

Irrespective of where the questions come from, our task as researchers is to seek evidence to answer them. If we are to conclude that an existing theory is a credible one or that it is lacking in some respect, then we shall need to demonstrate that our conclusions are supported by evidence. Not to do so would lead others to dispute our claims about the explanatory power of the theory that we are examining. In the same way, an initiative that has been proposed to resolve an issue at work is likely only to be sanctioned if it can be demonstrated that it is likely to achieve the desired effect. Without evidence to indicate the feasibility and predicted impact of the plan, such support is not likely to be forthcoming.

So, what are the approaches that are available to the researcher to answer such questions? Social research is diverse. There is no unanimity on which methods best serve the purpose of answering questions about the social world. Indeed there is significant disagreement among social researchers as to what should count as knowledge about a particular issue in the first place.

In this book we shall address such issues – and others – by asking the questions:

- What is social research, and why do we conduct it?
- What are the different general positions that are taken concerning what is and what is not acceptable knowledge about the social world?
- What are the different general positions that are taken concerning what are and what are not acceptable methods for acquiring such knowledge? The primary debate concerns the relative merits and weaknesses of quantitative and qualitative
research styles. But to what extent is it possible to combine methods in a single research study?

• Can – and should – social research ever be objective and value free?
• How can we ensure that our research methods are reliable?
• How do we attain validity in our research?
• How can we be assured that our research is ethically sound?
• What are the constraints that we face in carrying out our research study, and to what extent do these serve to shape the course of our research, and impact upon our findings?
• What are the possible consequences of our research project, and how might it affect the world around us – in particular the individuals, group, culture, or organisation that we are studying?

It is the intention of this book to prepare people for their research, whether this is for a Masters dissertation or an academic or practitioner research project. By considering these and related questions, you will be in a much stronger position to reflect critically upon your intended research and, in doing so, to develop strategies for conducting your project which are more feasible, manageable, and appropriate than if you had not read our book.

**Approach**

The focus of the book involves examining the alleged dichotomy of research ‘styles’ (quantitative and qualitative) which permeates and tends to guide research practice. These research styles are set within their philosophical, political, and practical contexts. The book considers different models through which research is conceptualised and operationalised, and covers problem formulation and the ‘design’ or ‘logic’ that underlies research studies. There is then a consideration of a range of methods for collecting and analysing different forms of data. Finally, there is a focus on issues in developing research proposals for dissertation approval and for applying to external funding bodies.

Throughout the book, there is an emphasis on the need to adopt a critical and reflexive approach to research. This is one in which the researcher is involved in a process of constant renegotiation of strategy, pays particular attention to the social, political, and ethical contexts and consequences of the research, and is aware of the cultural assumptions that she or he brings to the research.

At the end of each chapter there is a research task for you to carry out. There are two key related objectives to these exercises. Firstly, they should assist you in gaining a full appreciation of the ideas and issues covered in each chapter. Secondly, the awareness and sensitivity to methodological issues that you acquire should help you to develop research projects that are sophisticated, critical, and reflexive.

The first chapter is concerned with introducing students and researchers to the ideas and issues that are associated with research practice. It assumes that the
The primary motivating force driving such people is the pursuit of knowledge – asking questions about some aspect of the social world that we are interested in, and collecting empirical evidence in an attempt to further our understanding of the matter. Yet there is little agreement about the status of different sources and forms of evidence, or of how to acquire it. As we shall see, the chief protagonists here are, on the one hand, a group of social researchers who follow a broadly positivist approach in their work, claiming that the social world can be studied ‘scientifically’, where the aim is to uncover laws which explain human behaviour. On the other hand, a second interpretivist tradition suggests that we can only account for human behaviour if we are able to understand the motives and intentions that underpin human action. For some, the position that is taken here will largely determine the approach taken in the conduct of a research project. However, the chapter also considers the possibilities for combining different approaches and methods in the same research project through a process commonly referred to as ‘triangulation’. Advocates of this multi-methods strategy would argue that this is helpful for researchers in seeking to reduce the impact of personal bias and maximise validity in research.

While positivism and interpretivism represent the two dominant research perspectives, there is also a third approach to social research that is broadly called critical social research. In Chapter 2 we shall look at the characteristics of a critical approach to social research by focusing on one of its most clearly developed variants – feminist methodology. We shall start by locating the case for a feminist methodology within the tradition of critical social research, before going on to examine the main features that distinguish a feminist approach to research such as the appropriateness of particular methods, the nature of research relationships, and the adoption of political goals in research. Within this chapter, we shall also review some of the problems and issues that the case for a distinctly feminist methodology have raised, and we shall review the general methodological implications that are drawn from this debate.

In Chapter 3 we shall focus upon what is often considered to be a relatively practical aspect in research – research design. Typically, this is associated with the notion that there are various stages that research goes through, from taking a theory, focusing upon different aspects of it, devising clearly formulated and expressed research problems, designing appropriate research tools for collecting data, and then, having analysed the findings, drawing conclusions which are written up in a research report or academic paper. But readers are introduced to the notion that research design is much more than this. It is not a linear process, but rather it is cyclical and on-going, or iterative. Furthermore, in designing a research project, researchers should consider the various constraints that may impinge upon social science investigations, and the role of values, politics, and power in research.

All research raises ethical issues that have the potential to impact at every stage of the research process and within any research project. In Chapter 4 we shall consider the ways in which major ethical issues impinge upon research using quantitative methods such as survey and experimental research as well as observation,
ethnography, and documentary research. We shall identify the principles that help to differentiate ethical research from unethical research, and consider some of the important debates that have taken place in recent years, such as that between the supporters and opponents of ‘covert’ research. We shall also seek to address the key question that is posed when carrying out social research – do the ends (research findings) always justify the means? It is intended that the chapter will encourage readers to think about some of the problems that are inherent in studying human behaviour, to assess critically the ways in which other researchers have carried out their research, and to prepare them for any possible criticism of their own research in the future.

In Chapter 5 we shall examine what constitutes a document and how social researchers classify the different types of documents that are used in the research process. We shall also look at the way in which different epistemologies impact on the use to which documents are put in the research process. This will be followed by a discussion of the general merits of documentary research before taking a more detailed look at the main documentary sources that are used. Attention will be brought to some general problems that arise when conducting documentary research. Within this chapter, official statistics are given special attention because of their wide but often controversial usage within the social sciences. The very substantial benefits of official statistics are discussed while drawing attention to a consideration of their weaknesses. Most importantly, we shall examine the claim that official statistics often employ unexamined assumptions about social life which social science researchers may inherit and reproduce in their studies if they do not guard against them.

We focus on the main quantitative methods that are used in research – sample surveys and experiments – in Chapter 6. There is an explicit connection with many of the issues that are raised in Chapter 1, where the quantitative–qualitative debate is first encountered. The logic of quantitative research is set out – to explain social phenomena (why people behave in the way they do, or hold certain views and values) by reference to underlying causes. This emphasis on the search for causal connections between different phenomena (or variables) tends to steer researchers working within this tradition towards favouring highly structured research approaches and techniques such as experiments and questionnaire-based sample surveys. The chapter examines the use of both methods, some of their advantages and disadvantages, and the issues that arise by their use. Design issues and techniques in experiments and sample surveys are reviewed (types of methods used, differing sampling strategies, and so on), together with an overview of the debate concerning the legitimacy of these quantitative methods within the social sciences. Finally, there is a focus on the opinion polling method as an example of an application of the general sample survey method designed for uncovering peoples’ political values and orientations. In particular, the chapter considers the role and effectiveness of political opinion polls at recent British electoral contests, in order to develop insights into the value of the sample survey method for researchers.
In Chapter 7 we shall look at the logic of qualitative research – to explore the meanings that people have of the world around them. This is a research approach that favours small-scale but detailed and intensive study of the lives of people as they are really lived. As a consequence, the researchers’ objective in using this style of research is to construct an understanding of the social world from the point of view of those whom they are examining. This approach will be contrasted with the logic of quantitative research. The chapter will examine the use of different types of approaches and methods that are favoured by qualitative researchers to offer an overview of the defining characteristics of the qualitative approach – these include ethnography and participant observation, as well as in-depth personal or group interviews. Special attention will also be given to the issues that researchers must consider when using a broadly qualitative research approach. Chiefly, these concern issues to do with validity, access, ethics, and reflexivity.

Having conducted a research project and gathered the data, the researcher is left with the question: ‘What do I do with this information to make sense of it, and how can I use it to address my research question?’ We attempt to deal with this question in Chapter 8. The strategies and techniques that are used in the process of analysing data will be somewhat different, depending on whether one is dealing with information that is broadly quantitative or qualitative in nature. Nonetheless, two broad objectives must be met if the researcher is fully to exploit the data irrespective of whether it is quantitative or qualitative in nature – that of data management (to reduce its scope and size) and data analysis (to abstract from it and draw attention to what is important). In this chapter, we shall consider what approaches, strategies, and techniques are available to the researcher in order to make best use of the research data. However, students and professional researchers conducting independent (and often small-scale) research projects do not necessarily need to use overly complex and sophisticated techniques to analyse their data; consequently, this chapter aims to introduce readers to the essentials of exploratory and elementary data analysis methods while alerting them to more sophisticated data analysis techniques, and how to find out more about such approaches. We also recognise that, particularly in small-scale projects, researchers will often make use of a variety of different types of data (both qualitative and quantitative) in the course of conducting a single research project, and that this requires them to analyse such data in tandem. In this chapter, we therefore consider strategies for integrating different approaches and techniques for analysing different types of data in order to generate meaningful, credible, and insightful results.

A research report should present the outcome of your endeavours, demonstrate the validity of your research and its conclusions, and show why the research was worth doing. It should also make interesting reading. Research reports can be distinguished from other types of reports which aim only to relay findings to readers – research reports seek to link these findings to a theoretical model, or to one or more empirically testable hypotheses. This chapter will examine the way in which research findings can be used to address the research question under investigation.
within the chosen theoretical framework. Given that the presentation of such data is not something that comes naturally to most people, this chapter will look at a variety of writing strategies that are aimed at managing the process of writing, and also facilitate the development of a writing style that is concise and confident. Chapter 9 will also emphasise the importance of writing for your audience, whether that be an academic tutor, a funding body, or an employer. While there is no one model of report writing that academics and practitioners would agree to follow, there is a conventionally agreed set of sections that researchers should always include and this will be examined in turn, paying particular attention to the importance of report structure and style. This chapter will also include clear guidance on the correct citation of references and discuss the various reasons for doing so.

Having considered the variety of approaches to research, their strengths, weaknesses, and limits, the final chapter is concerned with how to get support for one’s research plans – how to write a research proposal to gain a place on a Ph.D. programme, get a research grant from an external research funding agency, or convince an employer to support a particular research project. Readers are introduced to the idea that a research proposal is not just a statement about the purposes of the research, how it is to be carried out, the resource implications of the proposed investigation, and a timescale for completion. It is also an argument. Through the proposal, the researcher is presenting a case, in which the intention is to convince others of the general merits and feasibility of the proposed study. There is an overview of the criteria that are commonly used to assess the merits of research proposals which provide a clear understanding for the reader of how to approach the development of the proposal, and how to persuade both specialist and non-specialist members of any review committee that the proposed activity is sound and worthy of support under their criteria for the selection of projects. Finally, there is a step-by-step guide for how to write a research proposal that draws upon examples from a successful application that won a grant from an external research funding agency. Throughout, attention is paid to the similarities and differences of research proposals that are developed for broadly qualitative and quantitative research studies.
1

What is Social Research?

Introduction

Social research may be carried out for a variety of reasons. For students and university academics, social research is conducted in order to extend our knowledge about some aspect of social life that we are interested in – whether our field is in business studies, humanities, or one of the social sciences. Typically, we are interested in either testing the appropriateness of existing theories which seek to account for the behaviour we are interested in, or in developing new insights – or constructing new theories – to help build up our understanding of the processes behind this behaviour. We may, for instance, ask why certain people become addicted to
the National Lottery, in order to contribute to our more general understanding about psychological compulsion. Or, as part of a study into the broader phenomenon of New Politics, we might examine why it is that anti-roads protestors take part in direct action to pursue their environmental concerns, rather than in more conventional forms of political activity such as writing to a Member of Parliament.

For research practitioners, social research is usually carried out in order to inform decisions about which policies or initiatives might be most usefully implemented to solve everyday issues and problems, or to evaluate the effectiveness of such policies in meeting the objectives of those who originally instigated them. An example of such applied research may include an investigation into the feasibility of introducing CCTV (closed-circuit television) cameras into a shoppers’ car-parking area in which there has recently been a spate of car-break-ins and thefts. What do the police think about the proposed measures as a means of tackling crime? How much confidence do users of the car park have in the initiative for improving general security and safety? How much demand is there for such an initiative from local shopkeepers and traders? And how will local residents, who may have concerns about the invasion to their privacy that the surveillance equipment represents, view the introduction of CCTV? And what about the effectiveness of the introduction of CCTV? Research can be conducted to evaluate the impact of the surveillance system on car crime, to measure changes in car park users’ ‘fear of crime’, and to assess the impact on the financial well-being of the local shopkeepers.

For action researchers, social research studies are likely to be initiated in order to solve an on-going problem within an organisational setting, or a particular workplace. For example, what can account for persistently high levels of absenteeism within a particular organisation? To what extent is occupational stress associated with the issue (and, indeed, what might be the source(s) of this problem)? And what measures might be introduced to alleviate the problem? Or the research may be based at a particular school in which there have been high rates of indiscipline and exclusions – what steps might the school leadership take to overcome these problems?

All of these styles of research have something that binds them together – they are all based upon the pursuit of information gathering to answer questions about some aspect of social life.

**Definition of social research**

But what does social research actually entail? This is not an easy question to answer. At one level, it is social, and as such the focus of the research is upon human behaviour. Whether we are investigating juvenile crime, why men choose to father children, the political loyalties of first-time voters, an organisation’s decision to pursue a particular marketing strategy, or the experiences of the ‘old–elderly’ in residential care, we are examining human behaviour and the relationships with other human beings, groups, (sub)cultures, and organisations.
As such, social research can be contrasted with the natural sciences – physics, chemistry, and biology. The distinction is not always obvious, however, and it is possible to find areas of research that straddle both the social world and the natural sciences. For instance, much experimental psychology that is concerned with animal behaviour is also biological in nature. Nonetheless, it is generally accepted that when it comes to the focus of research, the activities of social researchers differ from those working within the natural sciences.

However, the difference between the social sciences and the natural sciences is not so clear when it comes to the question of how we actually conduct our research. This is the subject of considerable debate, and some of this centres on the question of methodology (see Definition 1.1). On the one hand, there is a group of social researchers who would argue that when undertaking research projects, we should borrow approaches, designs, and methods that are commonly used within the natural sciences – such as experiments. Others would argue that the social world is different from the natural world – and if it is to be investigated effectively social research needs to design its own approaches, designs, and methods that are more relevant and fit for purpose. This is a debate that we shall return to presently in this chapter.

**Definition 1.1 Method and methodology**

It is important to note the distinction between method and methodology. Method refers to the range of techniques that are available to us to collect evidence about the social world. Methodology, however, concerns the research strategy as a whole, including as Seale (1998, p.3) notes, ‘the political, theoretical and philosophical implications of making choices of method when doing research’. To this we might add the need to consider the ethical implications and consequences of our research, negotiating access to the field, and the role of values – both those of the author and those who have the power to impose some control over the research agenda.

While it is difficult to define precisely what social research actually is, there are certain aspects of the notion ‘research’ which can largely be agreed upon. The first of these is that research is not an arbitrary activity, but follows certain rules and procedures. There are many types of research method available, and some of those in common usage include for instance social surveys, experiments, observations, and depth interviews. Furthermore, we are interested in generating information of sorts, either to develop further insights into an area – to explain or explore a particular phenomenon – or to solve a problem, perhaps at work or in our local community.
One important aspect of research that is not so readily agreed upon, however, is:

- what counts as knowledge; and
- how do we acquire that knowledge?

Problems of knowledge

There are two broadly divergent views about the nature of knowledge, or what we call competing paradigms (see Definition 1.2), which we can group as:

- positivist paradigm (associated with quantitative research strategies); and
- interpretive paradigm (associated with qualitative research strategies).

Definition 1.2 Paradigm

According to Bryman (1988, p.4), a paradigm is ‘a cluster of beliefs and dictates which for scientists in a particular discipline influence what should be studied, how research should be done, how results should be interpreted, and so on’. Essentially, then, a paradigm is a set of assumptions about how the issue of concern to the researcher should be studied.

There are different styles of research (which are linked to different philosophical or world views that we hold), as well as different actual methods and techniques for collecting information (or data). For some of us, the method(s) and technique(s) we choose will largely be determined by our understanding of what constitutes acceptable knowledge, or what is termed our epistemological position (Definition 1.3). As Bryman (1989, p.248) states, the study of society:

Definition 1.3 Epistemology

Epistemology is a crucial philosophical concept for social scientists, which considers questions to do with the theory of knowledge. Essentially, the two positions of positivism and interpretivism that are outlined here and in the following pages hold contrasting epistemologies. They differ in terms of their views about the status of different claims to knowledge and about how to judge knowledge claims.
Exhibits contrasting paradigms about the nature of social reality and about what is acceptable knowledge concerning that reality. In this way, the distinction between quantitative and qualitative research is not simply a matter of different approaches to the research process, each with its own cluster of research methods ... But it concerns antagonistic views about more fundamental issues to do with the nature of one's subject matter.

The positivist approach

Very broadly speaking, there is one particular view of how research should be conducted which suggests that we should carry out research in the social sciences in ways which are similar to the methods within the natural sciences (physics, chemistry, and biology). This is often called the positivist or ‘scientific’ approach. A consideration of the historical roots of positivism takes us back to the Enlightenment period of the eighteenth century. Up to this point, faith in God had provided the generally accepted reasoning behind our existence and the way the world was. The world in which we lived was a matter of divine creation, and many explanations rested on a notion that things occurred because of God’s will. Industrial development led to a shift in the relative position between humans and the natural world: industrialisation gave us the means to exert control over the natural world. This gave rise to the emergence of science, which challenged previous, theologically based explanations of the social order. Rather, science sought to explain the world by developing laws. The natural world came to be understood by studying what could be observed as facts. As such, metaphysical notions of explanation were disregarded. This idea, as applied to the social world, can be traced back to the work of nineteenth-century philosopher August Comte (1798–1857), in his work *The Positive Philosophy* (1971). While the development of positivism has travelled a long and winding path, much of its essence can still be found in Comte’s original writings.

Comte was very much concerned with progress in terms of finding the ‘truth’ about the social world. He regarded the scientific world as having achieved this goal in its application of natural laws based on observable facts. Such an approach to knowledge had superseded previous theological and metaphysical attempts at explanation: science was not concerned with divine or abstract explanations, but concrete facts based on empirical observations. These ideas were developed in the early part of the twentieth century, in particular through the work of a group of philosophers known as the Vienna Circle, in what was to become known as *logical positivism*.

Logical positivism took a stance which entirely rejected the metaphysical. Indeed, metaphysics should be:

written off as nonsense. The term ‘nonsense’ was used here not merely to express strong disagreement or disapproval, but as an exact description of metaphysical statements, something that followed from a ‘logical analysis of language’. It was
thought that all genuine questions must be capable of scientific treatment, and all genuine knowledge part of a single system of science. (Hanfling 1981, p.2)

This suggestion that questions should be able to be investigated through scientific treatment necessitated the development of demarcation criteria. These criteria enabled science and non-science (i.e. metaphysics) to be distinguished, thereby laying down rules as to what could and what could not contribute to valid knowledge. Phenomena that could be directly observed, and articulated, would lead to the advancement of social knowledge; abstract phenomena, such as emotions, had no place in a scientific treatment of the social world. Logical positivism also took on an inductive approach: that is, phenomena are observed and from these observations, theories are developed. Logical positivism then continues by a process of verification: more observations are made of similar phenomena in order to develop the theory further so it eventually becomes a law which can be applied to all similar social phenomena.

This approach found its critics, most notably Karl Popper (1902–94). For Popper (1959, 1972), the inductive, verificationalist approach of logical positivism was fundamentally flawed, since in seeking to continually verify established theories, he felt that knowledge would not progress. He also saw the possibility that there would always be another situation, yet to be witnessed, that does not work according to the corresponding law, and so laws based on induction are based on assumptions. For example, if we wanted to develop a theory about why some workers perform better in their jobs than others we may make a number of observations in the workplace that suggest that job satisfaction is linked to performance. Repeated observations in ten different workplaces would then concentrate on whether people who are satisfied in their jobs are outperforming those who are not. The question is, at what point do we stop trying to verify our theory? After ten observations, or twenty or fifty? Whenever we stop, there will always be the possibility that we could have continued and found an example of people who were not satisfied outperforming those who were. Also, in pursuing this line of investigation, we are not exploring other possibilities, such as pay or desire to get promoted and so forth. In Popper’s view, a solution to both of these problems lies in not attempting to verify what we already know, but trying to falsify it. In doing so, we continually challenge established theory, and inevitably make progress in our pursuit of knowledge. This idea lays the groundwork for many of the characteristics of Popper’s approach, and what is often regarded as the foundation for the contemporary positivist paradigm.

The first characteristic of positivism, which has been a central element of the paradigm throughout its many manifestations, is that social phenomena can be explained by observing cause and effect. This is something which has been borrowed directly from the natural sciences, for example in the famous story of Newton’s discovery of gravity: the cause of gravity leads to the effect of an apple, when unsupported, falling to the ground. In positivist social research, we seek to identify similar causal relationships, for example what causes some workers to perform better in their jobs than others.

Typically, this approach aims to test an existing theory, by establishing a hypothesis (employee satisfaction at work and performance are positively related), and
then collecting data to assess how appropriate the initial theory (as expressed in the hypothesis) actually is. Popper called this research approach the hypothetico-deductive method. It is a theory-then-research approach, meaning that our research question and strategy is guided by an a priori theoretical proposition. Data is collected so that the initial theory can be tested. This suggests that at the outset of the project, the researcher knows what the issues are that need to be examined, and what questions or hypotheses need to be addressed through the research.

The *theory-then-research* approach is discussed in more detail in Chapter 3.

Shifting from an inductive to the hypothetico-deductive method also leads to two other characteristics of the positivist approach, as presented by Popper. Firstly, it is concerned with applying the general (theory) to the specific (case). Secondly, the demarcation criteria become refined so that valid enquiry is no longer governed simply by what can be observed, but by what is testable.

So, in looking at employee performance at work, we should focus on issues such as pay, skill levels, training opportunities, degree of democracy in the workplace, whether trades are unionised, local unemployment rates, and so on. All these phenomena are tangible, and can be ‘scientifically’ measured. They can also be framed in terms of hypotheses: for example, those with more training opportunities will perform better in their jobs. Attempting to look beyond these measurable phenomena, at things like people’s motivations, their belief systems, their consciousness, and so on, amounts to no more than meaningless speculation, because these are things that cannot be easily (let alone precisely!) measured, or therefore tested.

In this search for precision, this approach favours quantitative measuring instruments, including experiments, questionnaire surveys, and content analysis. The research will be highly structured, typically large scale, and statistically based.

The logic of a positivist research design then is that:

- We seek to identify processes of cause and effect to explain phenomena, and to test theory.
- Knowledge should be based on what can be tested by observation of tangible evidence.
- Researchers should use the scientific method, which emphasises control, standardisation, and objectivity.

The implications are that:

- The research design should be highly structured.
- Methods should be reliable.
- The research design will aim to generate large-scale, statistical-based studies.

*Interpretivism*

Throughout this book we shall come across many examples of instances where social researchers disagree on important aspects of methodology and methods.
Many of these can be traced back to a difference of opinion on epistemology. For some, positivism offers a useful approach to the pursuit of knowledge in that it is considered to be scientific, and being scientific can hold a lot of weight. Positivist’s empirical and objective techniques of enquiry enable them to support their claims to knowledge as reliable facts. To others, however, there is something just not quite right about taking such a scientific approach to studying the complexities of the social world:

Because sociologists are human too, we can put ourselves in the place of others, appreciate the structural circumstances in which they find themselves, take account of their goals, and thereby understand their actions. This is what distinguishes a social science from a natural science. Daffodils don’t choose to open their leaves and apples don’t decide to fall from trees. Natural scientists therefore don’t have to be like daffodils or apples to explain their behaviour. (Jones 1993, pp.67–8, original emphases)

This notion of understanding is something that has developed to become known as Verstehen (literally ‘to understand’). It is based on a tradition that has its roots in the writings of people like Max Weber (1864–1930) who argued that in order to increase our knowledge of the social world, we must seek to understand it from the points of view of the people we are studying, rather than explaining human action by means of cause and effect (Weber 1949). Understanding human behaviour and the intentions behind it demands a degree of empathy with our subjects, whereas explaining their behaviour as the result of some external cause does not (von Wright 1993).

Interpretive researchers are keen to reinforce this distinction between the natural and social sciences, suggesting that unlike, say, the molecular structure of ice which changes when heat is applied to it, we human beings do not passively respond to what is going on around us. Instead, we have the capacity to think through different courses of action, and respond (or not as the case may be) on the basis of our interpretations and ideas. So, human action can only be understood by relating it to the conscious intentions, motives, and purposes, and ultimately the values of the agent who performs it.

This interpretive paradigm is associated with unstructured qualitative methods, including participant observation studies and depth interviews. The a priori approach of positivism suits quantitative methods, since their use of predetermined measures can easily reflect the specific hypotheses of the researcher. The desire to understand human action from the perspective of our participants in an interpretive approach, however, makes such predetermined measures unsuitable. Emphasis is placed on allowing the participants to provide an account of their world in their own words. Language is considered a tool with which we make meanings, and so in order to empathise with participants, it is important to allow their meanings to be expressed in the way they would normally through their language.

Through piecing together an understanding, we eventually build (not test) theory. This analytic–inductive method is therefore a research-then-theory approach, in
which we start with a relatively broad research question (rather than a pre-specified hypothesis), and in the course of collecting our data, gradually develop our understanding of the issue.

The research-then-theory approach and analytic induction are discussed in more detail in Chapter 3.

Unlike positivism, the interpretive approach assumes that human behaviour is not determined by external factors and processes that researchers can measure, but instead is shaped by the meanings people have of the world. So employees for instance will not automatically improve their performance at work when offered a pay rise, and they will certainly not all respond in a uniform way; instead they will carefully consider the pay rise, and a whole host of other issues and what these mean to them, before deciding how to respond. Such specific and unique issues might include their personal and collective relations with the employers, history of industrial relations in their workplace, whether in their experience the manager is trying to bribe them, and so on.

These meanings and interpretations are difficult to measure in a precise and scientific way, and they will certainly differ from one firm to another. So the researcher must use more qualitative methods and personal involvement to gain an understanding of how people interpret the world around them, and how this informs their action.

The research therefore will tend to be small scale and intensive. It will also usually be flexible and relatively unstructured, and based upon detailed descriptions (rather than statistics) of what is seen and heard.

The logic of such an interpretive research design is not to explain why something happens, but to explore or build up an understanding of something that we have little or no knowledge of. Through piecing together such an understanding, we eventually build up a theory.

The implications are therefore that:

- The research design should be flexible and unstructured.
- Methods should be valid.
- The research design will generate small-scale and intensive data, using insider accounts and based on descriptions of what is seen and what is heard.

The key contrasting features of the two epistemological positions described so far are set out in Table 1.1.

**Critical social research**

A third critical-emancipatory position can be identified within the social sciences which suggests that to know the social world, researchers need to take account of the historical, social, and political contexts which constrain human thought and human action. Such researchers are concerned with understanding how underlying
social structures have historically served to oppress particularly the working class, women, and ethnic minority groups.

Ultimately, such an approach has emancipatory goals, and claims empowerment for specific oppressed groups. The purposes of the research therefore are:

- to expose inequalities, malpractices, injustices, and exploitation;
- to give a voice to these excluded and marginalised groups; and
- to help explain generalised oppression in order to precipitate social change.

As Fay (1993, p.34) explains:

To have the practical force it requires, critical theory must become an enabling, motivating resource for its audience – it must, in short, empower them. This empowerment has emancipation as its goal.
As we shall see, critical social researchers are likely to adopt a flexible approach in their use of research methods, although they are likely to use these methods in particular ways that they consider to be appropriate for realising the emancipatory aims of their research. Indeed, some researchers have argued for a specifically feminist methodology, which approaches the research process in a way that is very different from conventional styles of social research.

There is a debate between those who advocate a model of social science research whereby the aim is to generate *knowledge*, and those who conduct politically committed research in order to pursue a political agenda. For instance, Hammersley has stated that:

> I believe their (critical social researchers’) proposals that research should serve political goals directly represents an abandonment of the obligations of the researcher. (1995, p.x)

In response, Humphries claims that:

> [A]ll research is inevitably political, since it represents the interests of particular (usually powerful, usually white male) groups. (1997, 2.6)

According to such a view, no research can ever be entirely objective or value free. Such researchers seek to promote agendas that are at best ‘masked’ by conventional research, and often suppressed in various ways. This epistemological position will not be developed further in this chapter, but will be referred to throughout the book as a whole, and in particular in Chapter 2.

**The relationship between epistemology, methodology, and methods**

We have already seen that there exist different epistemological perspectives, and that these reflect a number of assumptions about the social world. These assumptions are often referred to as ontology, so for example a positivist researcher might view the social world as an objective reality which exists regardless of how we interpret it. This ontological perspective informs an epistemological perspective that suggests that in order to know something of this world, we merely have to observe it from an objective point of view. An interpretivist might view the world as a subjective reality which is an accumulation of our experiences and the meanings we associate with them. In order to know something of *this* world, we must adopt an epistemological perspective which allows us to understand these subjective meanings.

So ontology is a set of assumptions about what the world *is*, and epistemology is a way of knowing about that world which reflects these assumptions. The way in which our ontological perspective feeds into our epistemological perspective is further reflected in our methodological approach. As noted in Definition 1.1, methodology concerns a wide ranging number of considerations based upon our philosophical perspective as well as practical issues. Based upon this argument, it
follows that epistemology should inform methodology, which in turn would inform methods. This relationship sees our ontological perspective at the foundation of our approach to research, with our methods being arrived at after a process of consideration of our epistemological position and our chosen methodology. This relationship is illustrated in Figure 1.1.

This suggests that our choice of methods will ultimately be determined by our philosophical perspective, therefore meaning that compromise on methods reflects a shift in our philosophical outlook on the world. As we shall see in the next section, though, this view can be challenged, and the rewards for doing so can be highly advantageous.

Combining methods

So, we have seen that for some, the type of method to be used for research is largely determined by one’s commitment to a particular epistemological position. This then ‘assumes a correspondence between epistemological position and research method’ (Bryman 1988, p.118). Most commonly, this will involve adherence either to a positivist–quantitative style or to an interpretive–qualitative style of research, or, as we have seen, a critical social research approach.

This approach to the use of methods in research is not without its critics, however. Increasingly, social researchers are inclined to adopt more flexible approaches to research methods in their studies. As Bryman (1989, p.255) states:

Each design and method should be taken on its merits as a means of facilitating (or obscuring) the understanding of particular research problems, and that a
fetishistic espousal of favoured designs or methods, and an excessive preoccupation with their epistemological underpinnings can only stand in the way of developing such an understanding.

For such researchers, the type of research method (or combination of methods) you choose will be largely determined by pragmatic considerations, including what is your research problem, and what constraints do you face in the research? For instance, you might consider that using questionnaires to discuss issues concerning bullying at work is too formal an approach for collecting data about such a sensitive issue. Perhaps a more empathetic approach, using personal contact (such as an in-depth interview) may more effectively gain the confidence of the respondents, and encourage them to discuss the issue frankly – in formal research terms, enabling you to gain ‘social access’.

In this final section, we shall discuss in more detail the idea that the choice of method – or indeed combination of methods – that one makes in a research project should largely be governed by a desire to achieve the best possible data to address the aims and objectives of the research.

**Multi-strategy research**

Combining methods, or employing triangulation, in a single research project is a strategy that is not without its problems. However, it is increasingly advocated on the grounds that it helps to facilitate a more valid and holistic picture of society than that which could be acquired by remaining true to only one set of methods (Definition 1.4).

---

**Definition 1.4 Multi-strategy research**

Many social researchers use ‘multiple strategies of field research in order to overcome the problems that stem from studies relying upon a single theory, single method, single set of data and single investigator’ (Burgess 1984, p.144). This approach is frequently referred to as triangulation. It suggests that research conclusions that are derived from converging evidence – using a variety of different research methods – are likely to be more credible than research findings which are based on only one source of evidence. As Denzin and Lincoln (1998b, p.4) claim: ‘The combination of multiple methods, empirical materials, perspectives and observers in a single study is best understood, then, as a strategy that adds rigor, breadth, and depth to any investigation.’
Classifying an approach as quantitative or qualitative does not mean that once an approach has been selected, the researcher may not move from the methods normally associated with that style. Each approach has its strengths and weaknesses and each is particularly suitable for a particular context. The approach adopted and the methods of data collection selected will depend on the nature of the enquiry and type of information required.

All the time, however, we have at the forefront of our minds that for some topics, our methods are context specific. That is, that some methods really will not work by themselves in some situations. For instance, using questionnaire surveys to investigate why some young people feel alienated from the political system may not work all that effectively by themselves – questionnaires may tell you the numbers of young people that are disengaged, but not necessarily why they feel this way. Alternatively, unstructured interviews are unlikely to give you precise measurements of the relationship between educational attainment and political alienation, neither will they be generalisable, or reliable, and they may even be accused of producing subjective (or anecdotal) accounts.

Why combine methods?

One obvious advantage of employing a combined methods or multi-strategy research approach in your research is that it helps to compensate for the fact that there is no consensus in research. According to Denzin (1989, p.235):

> Each research method implies a different line of action toward reality – and hence each will reveal different aspects of it, as much as a kaleidoscope, depending on the angle at which it is held, will reveal different colors and configurations of objects to the viewer. Methods are like the kaleidoscope: depending on how they are approached, held, and acted toward, different observations will be revealed.

As Brewer and Hunter (1989, p.17) note, mixing methods is all about trying to attain validity in research:

> Triangulated measurement tries to pinpoint the values of a phenomenon more accurately by sighting in on it from different methodological viewpoints ... when two reliable instruments yield conflicting results, then the validity of each is cast into doubt. When the findings of different methods agree, we are more confident.

The logic of multi-strategy research is to try to overcome any deficiencies that may derive from a dependence upon any one particular (single) method, ‘to attack a research problem with an arsenal of methods that have non-overlapping weaknesses in addition to their complementary strengths’ (Brewer and Hunter 1989, p.17). Methods are combined not only to gain their individual strengths, but also to compensate for the particular faults and limitations of any single method.

Another reason for combining approaches using triangulation is to overcome bias in research. A key point to note about the limitations of being locked into only one research perspective and strategy is that all researchers bring to the study their
own unique interpretations of how the research should be structured and interpreted, and to an extent, these interpretations are unique. This unique perspective is likely to influence the people observed, the questions asked, and ultimately the results themselves:

Triangulation, or the use of multiple methods, is a plan of action that will raise sociologists above the personal biases that stem from single methodologies. (Denzin 1989, p.236)

The third key advantage for adopting a multi-strategy approach in your research is that it is likely to assist you in gaining a complete overview of the matter under investigation. According to Burgess (1982, p.163), triangulation, like the kaleidoscope, can help to provide a holistic view of the area under study:

Different methods can be used, and different data collected in order to address a variety of theoretical and substantive problems.

In a study by Henn et al. (1997) on the reaction of grassroots members of the British Labour Party to organisational and policy changes initiated by the party leadership, the researchers combined quantitative questionnaire data with qualitative focus group data. From the questionnaire results, the researchers found that party members seemed to give overwhelming support to the party leader, Tony Blair. Over three-quarters (78%) stated that he had had a positive impact on the party’s fortunes, a further 88% claimed that he was a potential ‘election winner’, and 76% referred to him as a ‘strong leader’. However, the data from the focus groups helped to clarify and contextualise the responses of the party members to Tony Blair’s ‘New Labour’ project by confirming their overall suspicion of the modernisation process initiated by the party leadership. A typical reaction expressed by one party activist that met with support among most others participating in the various focus groups was that:

I don’t necessarily agree with everything Tony Blair says or does, but if it means defeating the Tories then I’m all for it. (Henn et al. 1997, p.506)

The multi-strategy research approach therefore enables (and encourages) the researcher to investigate a particular research area from a variety of different angles and perspectives, focusing on different questions and issues, collecting different types of data, analysing this data using different techniques, and interpreting the results from a variety of different positions. In this way, it is argued, no stone will be left unturned – all possible dimensions of the research field will be examined, and all possible meaning extracted from the data. As a consequence, by the end of the project, a thorough and comprehensive research study will have been completed.

So, should alternative research perspectives be seen as inherently dichotomous? Laurie and Sullivan (1990) examine some of the questions raised by the debate on
using different methods in the same study. They conclude that: ‘the tendency to see qualitative and quantitative methodologies as mutually exclusive and antagonistic paradigms is a misleading representation of the reality of social research practice’ (Laurie and Sullivan 1990, p.113).

Reflection

Think about what would be involved in adopting a triangulated or multi-strategy research approach in a research project on a topic that is of interest to you, and as you do so, ask yourself:

- What is the underlying logic and rationale for combining methods in such a research project?
- What is entailed in adopting such a strategy?
- What are the epistemological questions that arise?
- What are the methodological questions that arise?

How do advocates of triangulated research strategies support their claims that such an approach tends to:

- Increase the validity of a research study?
- Overcome problems of bias in a research study?
- Improve the ‘wholeness’ of a research study?

What are the arguments against using a multi-strategy research in your intended project?

SUMMARY

This chapter has introduced you to what social research is, how it compares with research that is carried out in the natural sciences, and to the different styles of research that are available to the researcher. We have seen that there are two dominant and apparently irreconcilable approaches to what counts as knowledge within the social sciences, and how best to acquire it. These are positivist and interpretive epistemologies.

Different epistemological positions have in the past tended to steer the type of methods and techniques employed in research, and created a dichotomy between quantitative and qualitative research approaches in the social sciences. Thus, positivism is usually associated with techniques such as experiments and surveys.
which emphasise controlled conditions, in which the research programme is standardised and heavily structured, and where there is respondent/subject detachment. These are usually called quantitative methods. The interpretive approach tends to emphasise naturally occurring phenomena, and adopts unstructured research approaches in which there is an interaction between the respondent and the researcher so that meaning can be fully explored and articulated. These qualitative methods and approaches include (among many others) participant observation, in-depth interviewing, focus group interviewing, projective interviewing, and personal documentary analysis.

At an epistemological level, the quantitative–qualitative methods divide appears insurmountable, given that the approaches are based on contrasting ideas about what society is, how knowledge about it is to be properly gained, and on the aims of research (whether one is predicting, explaining, or understanding). However, at a technical level, the debate is more concerned with which research tools are best suited to the discovery of particular aspects of society. That is, which research approach and research methods will most usefully enable the researcher(s) to address their research question? Here, then, some social researchers note the possibilities of combining quantitative and qualitative methods in a single research study.

In the next chapter we shall consider in more detail the critical social research position reviewed earlier. However, we shall also return to the positivist and interpretive perspectives throughout the different chapters of this book, particularly (but not only) in Chapters 6 and 7.

Chapter research task

Carry out a critical review of an empirically based research study of your choice (providing it has a section on the methodology and methods employed). The study should be book length. A critical review involves integrating the approach, findings, and conclusions of a study. Ask some or all of the following questions in order to structure your review:

1. What are the aims and objectives of the research? (Are there any hypotheses? How well are these set out? Are they grounded in theory? Do the results have practical implications? Was the research worth doing and well conceived?) You are likely to find these most easily by scanning the book’s introduction and conclusion.
2. Is the study located within a particular theoretical context? (Hint: it probably is!) Is the study informed by particular assumptions about the world? If so, this may impact upon the focus of the research, the data gathered, as well as structuring the conclusions that are drawn.

3. Provide a detailed critique of the methodology employed. As well as commenting upon the general research strategy, this may include an examination of the epistemological framework the author(s) is/are using.

4. Are there any ethical issues you would like to comment upon?

5. How about the findings of the study. Is the data accurately reported? How is the data presented? (Accurately? Lucidly? Is it too technical?)

6. Conclusions. What claims does the author(s) make? Do the analyses bear out these claims? Are competing hypotheses addressed and satisfactorily eliminated? Have other plausible hypotheses been ignored? If so, does (and how) this invalidate the conclusions?

7. Is it possible to draw conclusions which the author missed or overlooked? Is what has been said probably true/false/undecidable?

As you can see, a critical review is not a descriptive summary of the text, but a detailed analytical examination.
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Introduction

In Chapter 1 we addressed the two central questions of ‘What is social research?’ and ‘Why do we carry out social research?’ In looking at these questions, we discussed the ideas associated with the two major social research perspectives – positivism and interpretivism. The views of these two approaches are summarised in Review boxes 2.1 and 2.2.

It was also noted in Chapter 1 that there is a third approach to social research – that which is broadly called critical social research. Those researchers who come from a critical school reject both the positivist and interpretivist approaches to social research. They argue that the aim of social research should be to change society for the better. Drawing their inspiration from ideas of critical theory, as developed by the Frankfurt School of Social Research, critical social researchers contend that social research ought to have political goals.

In this chapter we are going to look at the characteristics of a critical approach to social research by focusing on one of its most clearly developed variants – feminist methodology. We shall start by locating the case for a feminist methodology within the tradition of critical social research, before going on to examine the main features that distinguish a feminist approach to research. Other social researchers who have this critical view of society share many of these characteristics. Within this chapter, we shall also review some of the problems and issues that the case for a distinctly feminist methodology have raised, and we shall review the general methodological implications that are drawn from this debate.

Review box 2.1 Positivism

The positivist approach is based on an application of the scientific method used in the natural sciences (physics, chemistry, and so on). As such, social scientists carry out their research with a firm commitment to objectivity, concerning themselves only with those phenomena that are tangible/measurable. Positivism is associated with predominately quantitative approaches (surveys, experiments, and so on) that stress reliability and generalisability. The purpose of social research is to establish the scientific laws of society (i.e. causal relationships) which are arrived at by testing research hypotheses.
Interpretivism holds that to explain human behaviour, social researchers need to understand the meanings and interpretations that people attach to phenomena in the social world. Thus social research cannot proceed by simply applying the methods that are used in the natural sciences. Rather, research is designed to explore the motivations, perceptions, and experiences of social actors. Interpretivism is associated with predominately qualitative methods (depth interviews, observation studies, and so on) that place a high emphasis on validity. The purpose of social research is to build an understanding of the motives and intentions that underpin social behaviour.

The origins of critical social research

In comparison to those who come from a positivist or interpretivist tradition, critical social researchers make up just a small proportion of the social research community. However, their numbers have grown steadily in recent years, and they now form a significant minority.

The theoretical framework for critical social research lies within the critical theory of society developed by thinkers associated with the Frankfurt School of Social Research such as Habermas, Horkheimer, Adorno, and Fromm (Crotty 1998). These thinkers attacked the dominant ideas that were associated with positivism, most significantly the idea of value neutrality, and brought concepts such as power into the process of social scientific enquiry.

The Frankfurt School was chiefly concerned with issues relating to social class, basing their analysis on a Marxist view of society. As such, they attacked what they perceived to be the inherent class bias of orthodox social enquiry which, they argued, benefited the ruling capitalist class. Critical social research is often associated with conflict theory, feminist researchers, and radical psychotherapy, and has been adopted by a variety of political organisations and social movements. Critical social researchers who draw their inspiration from the Frankfurt School argue that it is the responsibility of social researchers to generate knowledge that aims to challenge and transform unequal power relationships (Humphries 1997). For these researchers, the purpose of social research is to ask critical questions with a view to changing society for the better.
False consciousness

The concept of false consciousness is central to the ideas of critical social research. This suggests that contrary to its immediate appearance, society is not as it seems: behind an immediate and misleading surface manifestation lie deep structures and unobservable mechanisms. These underlying structures maintain and perpetuate an unequal distribution of resources and power, resulting in the exploitation and oppression of the majority by an elite minority. Critical social researchers argue that the purpose of social research ought to be to uncover the fundamental nature of social reality by revealing these underlying mechanisms and structures with which capitalism has successfully persuaded the vast majority of people to act (mistakenly) against their own best interests. Neuman (2000, p.76), therefore, defines critical social science as:

A critical process of inquiry that goes beyond surface illusions to uncover the real structures in the material world in order to help people change conditions and build a better world for themselves.

Thus, critical social researchers object to both the positivist and the interpretivist approaches to research, which they see as both amoral and passive. For critical social researchers, research is a moral–political activity, not an academic pursuit, and the researcher’s skills in the field of knowledge creation should be used to advance political goals. Furthermore, it is argued that social researchers have a responsibility to place themselves in relation to those struggles that characterise such conflictual societies. This view is typified by Humphries (1997, 2.6), who says that the point of social research is ‘to understand the world in order to change it’. For example, social research can become a powerful vehicle in challenging the existence of racial prejudice, campaigning for the removal of gender inequalities, and fighting for the emancipation of the working class.

The origins and goals of feminist methodology

With the rise of the women’s movement in the 1970s, many feminist scholars argued that traditional social science reflected a deep-rooted male bias that defined society and science in terms of male values, knowledge, and experience (Stanley and Wise 1983, Mies 1993). University and other research institutions were seen to be largely male domains, resulting in the systematic privileging of male interests and an exclusion and marginalisation of women.

In arguing that traditional social research had been carried out by men and for men, feminists agreed on several key points:
That the traditional social research establishment had used overwhelmingly male points of reference, and had therefore overgeneralised from men’s experience of the family, employment, and society in general, to the experience of all people.

Many feminists pointed out that knowledge that had only been tested against men’s experiences and observations could not be very good knowledge given that half of the population had been passed over (Ramazanoglu 1992).

By assuming traditional (unbalanced and exploitative) gender roles, social scientific enquiry was guilty of maintaining unequal gender relations, most specifically in relation to women’s role in the family and society. While this may have been an unconscious thing, male researchers were nevertheless guilty of perpetuating the subordination of women by providing a cloak behind which unequal status between men and women was justified.

Traditional social scientific enquiry focused on the problems of the social world as identified by men. Thus, issues that were important to the women’s movement (such as rape and domestic violence) were largely invisible in the research community:

Because the social world has been studied from the perspective of a male universe, this has had a profound influence on what has been regarded as significant for study and how it has been structured and ordered. (Maynard 1998, p.121)

Male social science had underplayed gender as a fundamental social division. As a significant social concept, gender had been given a peripheral role in understanding society in comparison to the weight assigned, for example, to social class.

Women’s contribution to society was barely recorded in the history books of the time. Rather, women had been assigned overwhelmingly passive roles within a broad discussion about human nature, and were only studied as wives and mothers, not as people in their own right. As a result, women’s contribution to social and cultural life had been downplayed and marginalised:

Men become the people of action in the public realm, while women are subordinated to the private realm of the family and their status determined accordingly. (May 2001, p.12)

In summary, many feminists felt that they were steered towards a feminist methodology by the realities of the social science that preceded feminism, in which women were invisible and ‘the voice of science is a masculine one’ (Harding 1987, pp.3–4).

**Empowerment and emancipation**

Given the male bias that was inherent in the world of social research, many feminists felt that it was not possible to realise their goals of liberation and emancipation.
by modifying the traditional tools of social research and using them in a different way. Rather, these feminists held that it was necessary to develop a new methodological approach that would be consistent with the political goals of the women's movement. In this respect the development of a distinctly feminist methodology was seen as 'a search for ways of knowing which avoid subordination' (Ramazanoglu 1992, p.210).

For these feminists, the goal of feminist social research becomes the empowerment and emancipation of women. They argue that without a conscious effort to facilitate change, traditional social science models would only replicate unequal and exploitative gender relations in society (Harding 1987).

Thus, the overriding purpose of social research from a feminist perspective is to critique and transform gender relations; to reveal the inequalities in gender relations and the implications that these inequalities have in relation to power in society. Feminist researchers who come from a tradition of critical social research seek to provide women with a resource that will help them understand and change their world for the better. Harding (1987) argues that both positivists and interpretivists are guilty of a detached approach to research – one that is at fault for studying the world rather than acting on it.

Feminists, such as Mies (1993, pp.68–9), argue that the goal of feminist knowledge should not be the production of knowledge per se, but to 'serve the interests of dominated, exploited and oppressed groups, particularly women'. Mies likens this to replacing the 'view from above' with the 'view from below'. For Harding (1987, p.8), the only legitimate goal of feminist research is to 'win, defeat or neutralise those forces that are arrayed against its emancipation, growth or development'. In that its starting point is that which appears problematic from the perspective of women's experiences, feminist researchers argued for an approach to research in which their research would be designed for women. Kelly et al. (1994, p.25) argue that for feminists, the purpose of social research should be 'to create useful knowledge, knowledge which can be used by ourselves and others to "make a difference"'.

**Objectivity/subjectivity in social research**

For feminist researchers, the conscious adoption of political research goals acknowledges the intrinsically subjective character of all knowledge creation. This is held to be in contrast to the traditional positivist view of social research, which suggests that it is possible to separate the values of the researcher from the objectives of the research which they carry out. Haraway (1991) likens this view of science as a 'God-trick' because it proposes to see everything from nowhere, as value free and omnipresent. In contrast, the feminist way of knowing is akin to vision; it always looks from somewhere. For feminist researchers, as with all critical social researchers, research is a moral–political activity that requires the researcher to commit to a value position: value freedom is a myth.
Feminist researchers reject what they see as an ‘objectivist’ stance that attempts to make the researcher’s cultural beliefs and practices invisible. By recognising the humanity of the researchers and putting their subjective expression up-front, feminists argue that they have *increased* the objectivity of their research. In being explicit about the emancipatory goals of their research, feminists say that they are able to practise what they see as ‘honest politics’. Traditional science is accused of using ‘objectivism’ as a means of perpetuating the oppression of women. In claiming to be able to produce neutral knowledge, the male-dominated, social research community acts to conceal its vested interests.

Mies (1993, p.68), therefore, argues that feminist objectivity is akin to a ‘conscious partiality’. This idea is further elaborated by Reinharz (1992, p.263) who disputes the value of research conducted by those researchers who claim to be impartial:

> I for one, feel most satisfied by a stance that acknowledges the researcher’s position right up front, and that does not think of objectivity and subjectivity as warring with each other. I have feminist distrust for research reports that include no statement about the researcher’s experience. Reading such reports, I feel that the researcher is hiding from me or does not know how important personal experience is. Such reports seem woefully incomplete and even dishonest.

In Stanley and Wise’s view (1983, p.169), the male research orthodoxy has used the objectivism of traditional science as a means of perpetuating the oppression of women. This use of ‘objectivism’ is seen as:

> An excuse for a power relationship every bit as obscene as the power relationship that leads women to be sexually assaulted, murdered and otherwise treated as mere objects. The assault on our minds, the removal from existence of our experiences as valid and true, is every bit as objectionable.

**The role of experience within feminist methodology**

Central to the argument for a distinctive feminist methodology is the placing of women’s experiences at the heart of the research. In that feminist research generates problematics from the perspectives of women’s experiences, it uses these experiences as a significant indicator of the ‘reality’ against which hypotheses are tested. Thus, there is a shift from the ‘context of justification’ (the importance that traditional social research places on the validity and reliability of research methods) to the ‘context of discovery’ that enables feminist researchers to address women’s lives and experiences in their own terms. In this respect, feminist researchers say that they adopt a feminist standpoint from which they see the world and assess the value of research.
How does one determine whether an explanation is true or false?

Positivists test theories by deducing a research hypothesis (or hypotheses), collecting empirical data in an objective and scientific manner, and then attempt to confirm or deny their hypothesis using a variety of predominantly statistical tests to establish association and correlation. Interpretivist researchers collect support for their theories by seeing whether the meaning system and rules of behaviour make sense to those being studied.

A good theory for feminists is one that is capable of being tested against women’s experiences. These experiences are seen to be equally as important as the adherence to methodological validity and reliability that is emphasised by traditional schools of research; a feminist methodology is one that at its heart has a commitment to producing valid knowledge that is based on women’s experiences. Oakley (1999) suggests that many feminist researchers do not discuss the validity and reliability of the various research methods that they use, but rather the trustworthiness of their research (Definition 2.1).

The feminist standpoint

For feminists, the adoption of a feminist standpoint reveals the existence of forms of human relationships that are not visible from the perspective of the ruling (male) gender (Stanley and Wise 1983). Gelsthorpe (1992, p.215), for example, says that ‘women have uniquely valid insights from their vantage point as women’.

---

**Definition 2.1 Validity, reliability, and trustworthiness**

The debate concerning the knowledge claims of different research methods is usually structured in terms of validity and reliability:

- **Validity** – the generation of ‘real’, ‘rich’, and ‘deep’ data. Qualitative research is held to be high on validity.
- **Reliability** – the generation of ‘hard’ data that is replicable by other researchers. Quantitative researchers champion the reliability of their research.
- **Trustworthiness** – feminists contend that it is more important to ask whether the results of a research project can be believed with reference to who carried out the research and in what manner it was conducted. Given that feminist research is carried out by women, for women, and is based on women's experience, feminists assert that it is this credibility and authenticity that should be emphasised.
Simply being a woman, however, is not sufficient for a woman to claim to hold a feminist standpoint. Rather, many feminists contest that feminist researchers must be actively engaged in the struggle against male domination:

It is through feminist struggles against male domination that women’s experience can be made to yield up a truer (or less false) image of social reality than that available only from the social experience of men, of the ruling classes and races. Thus a feminist standpoint is not something anyone can have by claiming it, but an achievement. To achieve a feminist standpoint, one must engage in the intellectual and political struggles necessary to see nature and social life from the point of view of that disdained activity which produces women’s social experiences instead of from the partial and perverse perspective available from the ‘ruling gender’ experience of men. (Harding 1987, p.185)

**Is feminist knowledge superior to non-feminist knowledge?**

To some feminists, feminist knowledge that is generated from a feminist standpoint is superior to non-feminist knowledge because it originates in, and is tested against, a more complete and less distorted kind of social experience (Harding 1987). It is also a knowledge that has drawn both strength and superiority through its struggle against oppression:

As objects of oppression [women] are forced out of self preservation to know the motives of their oppressors. At the same time they have experience in their own psyche and bodies how oppression and exploitation feel to the victims, who must constantly respond to demands made on them ... men often do not have this experiential knowledge, and therefore lack empathy, the ability for identification, and because of this they also lack social and sociological imagination. (Mies 1983, pp.121–2)

Consequently, it is argued by some feminists that research that is based on women’s experiences yields ‘empirically preferable results’ (Harding 1987, p.185), and that this research forms the basis for a more holistic, integrative, connected knowledge – a ‘successor science’ (Millen 1997, 7.2).

Feminists who are sympathetic to these arguments assert that feminist knowledge maintains a ‘superior position to traditional inquiry with its spurious claims to objectivity and value freedom’ (Gillespie 1994, p.23).

This is not a view that is shared by all feminist researchers, however. Gelsthorpe (1992), for example, while fully supportive of the case for a distinctly feminist methodology, does not consider the knowledge that is generated from a feminist standpoint to result in a knowledge that is better than that created by men.

**Can men conduct feminist research?**

Of course, standpoint feminism raises the obvious question of who can conduct feminist research. Is this an activity that can only be carried out by women? There
are differing views on this issue: some authors contend that men can adopt a perspective that is sympathetic to the feminist standpoint (Henwood and Pidgeon 1993), while others contend that only women can carry out feminist research (Stanley and Wise 1983). Cain (1990) argues that men can participate in feminist research, providing they remain ‘gendered’ throughout the research process, exhibiting a high level of consciousness and sympathy for the feminist cause. Others who are sympathetic to the aims of feminism (Smart 1984) are critical of those standpoint feminists who they say are too rigid and inflexible, thus being guilty of dismissing sympathetic research that has been carried out by men.

The nature of research relationships

In seeking to break down the traditional hierarchies that structure research relationships, feminist researchers oppose what they see as unhealthy barriers that exist between researcher and researched in the research process. Instead, they work towards the establishment of more reciprocal research relationships that are ‘derived from authentic relations’ (Reinharz 1983, p.186). Gelsthorpe (1992, p.192) calls this an ‘interactive methodology’, and Romm (1997, 6.4) talks of the development of a ‘more collaborative knowledge-construction process’. At a very minimum, feminists suggest that this approach to research means treating people as people, rather than exploiting them as information giving beings, as they say traditional social research has tended to do.

Feminist researchers argue that, as researchers, we ought to learn how to listen more and talk less. They also suggest that social researchers should seek to humanise the research process wherever possible by forming personal relationships with those who participate in social research. This they see as being in sharp contrast to the traditional male approach to research which has emphasised that research should be conducted with a clear detachment from those who are being researched. Oakley (1981, p.41) describes such traditional research relationships as ‘morally indefensible’, seeing them as exploitative. For Maynard (1998, p.130), such an approach to research is incompatible with the political goals of feminism:

A central issue has been the structural relationship between researcher and researched and the extent to which these might be minimised. It is argued that it is hypocritical, and undermining of the knowledge produced, for feminists to replicate, during their research, the kind of power relations of which they are critical elsewhere.

However, there is much more to the feminist approach to research than simply striving towards the establishment of non-hierarchical research relationships. For those women who are committed to a feminist methodology, their goal is to combine experiences from their own personal lives with their work as a researcher. In bringing their own lives into the research process, it is argued that they will be better able
to comprehend the experiences of their research participants, while sharing their
own feelings and experiences.

For Harding (1987, p.8), distinctive feminist research insists that the researcher
be placed ‘in the same critical plane as the overt subject matter’. To do so is to recog-
nise your own personal, cultural, political, and social biography, and its role in
shaping your research.

For example, Oakley (1981) discusses how she shared with her interviewees her
own experiences of childbirth, and the transformative effect that this had on her
research. She argues that by exploring her own experiences, and incorporating
these into her research, the relationships she established with her research partici-
pants were transformed, and thus led to better research. Oakley argues that the
social rapport that was established between herself and her research participants,
and the manner in which they opened up to her in their interviews, was a direct
consequence of her decision to reveal such personal details about her own life.

As well as adopting a non-hierarchical research style, some feminists seek to
negotiate actively the boundaries of their research with their research participants.
In practice, this involves:

• telling their research participants fully about the purpose of the research;
• informing them of the possible uses of the research findings; and
• answering whatever questions the research participants may have about the
study or the general issue area discussed.

These issues are explored in more detail in Chapter 4.

**Which methods can or should be used by feminists?**

*Should feminists use quantitative research methods?*

Traditionally, many feminists have argued against the use of quantitative research
methods because such methods are seen to be inconsistent with the goals of the
feminist movement. Oakley (1999), for example, suggests that quantitative meth-
ods, in the form of surveys and experiments, manipulate the people who are ‘used’
for the purposes of the research simply as information-rich units, available for
exploitation by the researcher. This view sees the people who take part in our research
as *subjects*, rather than participants.

Feminist researchers, however, argue that women are not simply disembodied
sources of data, but rather that their humanity should be emphasised in the process
of carrying out research. They hold that the ideal of disengagement, as embodied
in the process of quantitative research, is rooted in masculinist assumptions that
involve the separation of reason and emotion. Such research cannot be said to con-
tribute towards emancipatory social research because it is based on unequal and
exploitative research relationships.
Conventionally, many feminists have tended to favour those methods of research that have been associated with the generation of qualitative data, such as case studies, life histories, ethnographic studies, and depth interviews (Mies 1993). These types of methods, they argue, allow for more meaningful relationships to be developed in the process of research because of the nature of the method itself.

It is commonly suggested that women (not just feminists) have a natural affinity with qualitative research methods (Brunskell 1998) for a number of reasons that relate to a rather typical view of women’s strengths and characteristics:

- Qualitative research allows for an exploration and understanding of the lives of people as they are really lived:

  Qualitative studies maximise understandings of women’s activities and beliefs and the process through which these are structured. Such research tends to be oriented towards the interior of women’s lives, focusing on the meanings and interpretations of those being researched. (Maynard 1998, p.128)

- In qualitative research, there is a closer degree of involvement with those who participate in the research, and consequently a greater sensitivity to the rights of participants as people, rather than as objects of research.

- Women are seen to be more sensitised to many of the features of a qualitative style of research — an understanding of interaction, context, experience, and so on. Douglas (1976, p.214), a leading authority on qualitative research, says that this is the case because women are ‘sociability specialists’, who possess an intuitive ability to relate to people through the traditional tools of qualitative research. Smart (1984, p.155) also agrees with this view, suggesting that the job of qualitative interviewing is ‘intrinsically feminine’, in that women are natural facilitators of conversation.

However, while the view that feminists should use qualitative rather than quantitative methods prevails in much of the literature on feminist methodology, this is not universally the case. Jayaratne (1993), for example, argues that, given that it is usually the results of quantitative research that influence public policy, such research should be used by feminists in their quest to challenge and change exploitative social structures. For example, the results of surveys addressing women’s experiences of domestic violence, or uncovering the reality of discrimination in employment, may make a more significant impact on public policy than interview-based qualitative studies. Others (Maynard 1994) also suggest that feminists should use a plurality of methods rather than simply relying on one particular style or approach.

**Problems and issues with feminist methodology**

The case that has been made in favour of a feminist methodology has raised a number of issues that have been discussed and criticised by a number of social
researchers. Some of these issues relate to the ways in which feminists can develop a methodology that best meets the political objectives of feminism. On the other hand, there have been a number of criticisms from researchers who are generally hostile to the development of a feminist methodology.

The nature of research relationships

Some feminists (Millen 1997, Kelly et al. 1994), while being sympathetic to the development of less hierarchical and structured research relationships, have drawn attention to the essential differences that exist between those women who conduct social research and those who are usually the focus of such research. Thus, Kelly et al. (1994, p.37) argue that given that social researchers are part of an academic community, with very highly developed knowledge and skills, while they may not be superior to their research participants, they will always be seen as different:

It is an illusion to think that ... participants can have anything approaching ‘equal’ knowledge to the researcher.

Similarly, Millen (1997, 3.4) says that she is unwilling to ‘disclaim her privilege’ as a researcher, feeling justified in both her theoretical knowledge and research expertise.

Martyn Hammersley, a leading critic of the case for a distinctly feminist methodology, argues that for feminist researchers to suggest that they are no better or different to their research participants demonstrates an immaturity and lack of realism by those who refute their own intellectual authority. Hammersley (1992a, pp.200–1) asserts that it is in everyone’s best interests that some people (researchers) have expertise in knowledge production as ‘successful action depends on accurate information’; good knowledge is reliably produced by people who really know what they are doing, and good knowledge is better than bad knowledge.

For Hammersley, the way in which researchers go about their research, the relationships they form in the field, and their attention to ethically sound principles are most definitely to be scrutinised. But that does not mean that it is unreasonable for the researcher to define the research question, select the method of data collection, carry out the analysis, and write up the research report without consultation with the research participants. While Hammersley (1992a, p.199) has a degree of sympathy for a more personal approach to research, he states that:

The proper relationship between researcher and researched is not something that can be legislated by methodology, feminist or otherwise, but will be determined by the specifics of each particular case.

Relations of power cannot be presupposed – they are extraordinarily complex and can only be settled empirically for given instances rather than beforehand by epistemological diktat.
Hammersley (1992a, p.201) also argues against a stark choice between hierarchical and egalitarian/democratic forms of relationship, suggesting that such an unsophisticated dichotomy fails to capture the complexity and depth of human relationships:

Even feminists are not able to implement non-hierarchical relationships in all their research because this is at odds with the nature of the surrounding society.

Much of the debate in this area relates to situations in which researchers find they are ‘studying down’ – in situations in which power is skewed towards the researcher who is conducting research on relatively powerless and vulnerable groups. Some feminists highlight some of the problems that arise wherever feminists find themselves ‘studying up’. Smart’s (1984) research into the economic dependence of women within marriage highlights some of the problems that arise wherever feminists find themselves ‘studying up’. Conducting research among powerful men in the legal profession, she discusses how she constantly needed to re-enforce her authority:

Half an hour spent with a bossy solicitor or pompous magistrate was enough to disabuse me of the belief, if I ever held it, that I was in a relatively [more] powerful position than those I interviewed. (Smart 1984, p.157)

The primacy of gender

While agreeing that feminism has played a positive role in redressing the exclusion of women’s experiences within the social sciences, Hammersley (1992a, p.192) rejects the notion that gender, or any other factor, be given ‘pre-established priority over other variables’. He rejects the notion that the world is divided into oppressed and oppressor groups as simplistic:

As slogans they may be appealing, but as analytical concepts they are problematic. (Hammersley 1992a, p.200)

In considering the complex relationships of gender, class, ethnicity, and other such characteristics, Hammersley (1992a, p.203) poses the question of how one untangles the complexities of real relationships to construct a hierarchy of oppression:

Given this, we find that many people will be classed as both oppressors and oppressed from different points of view.

A variety of writers have sought to address these points that are made by Hammersley, in an attempt to discuss the relation of gender to other divisions in society such as age, race, social class, and so on.

Warren (1981), for example, offers a thoughtful reflection on the complexities of gender roles for women and men around the world. She gives an extensive review
of the differential impact of gender in a variety of cultural locations, questioning many western feminist conceptions of sex and gender. She provides a number of illuminating examples where, for example:

- it was vital for the researcher to be seen as part of a family with children (Sudan);
- where race was an issue, but gender was not (Nigeria); and
- where the researcher eventually gained access to a research site that was initially denied to her, on returning at a later date when pregnant (Kenya).

Many other feminists have also acknowledged the complex nature of the relationships that exist between gender, race, social class, and so on. Humphries (1998), for example, agrees with the emphasis that Hammersley places on the complexity of the social world. However, Humphries argues that if this (or any other real-world complexity) were to deter social researchers, no social research would ever be carried out. Rather, she suggests that the essence of good research of any nature lies in the researcher’s quest to capture the complexity of social reality. Furthermore, the recognition that gender is part of a complicated matrix of social ‘variables’ does not necessarily weaken feminists’ resolve for the prime role that their analysis affords gender (Humphries 1998).

Millen (1997) also argues that in certain cases the adoption of a consciously feminist methodology can be counter-productive. Her own experience is derived from interviewing relatively powerful women scientists who were unsympathetic to feminism and the feminist construction of gender; to these women ‘feminist’ meant ‘bra burner, lesbian, hippie and troublemaker’ (Millen 1997, 5.9). The majority of her women interviewees did not share her feminist interpretation of the interviews, and did not analyse their own relationships in terms of patriarchy. In struggling with the question of how to do feminist research with those whom she has very little common ground, Millen concludes that there are some situations where a feminist may need to abandon feminist methodology in order to advance the broader agenda of feminist research.

Finally, it should also be noted that there is a very lively and meaningful debate among feminists about what it means to use the label ‘feminist’, and a recognition that feminism itself is not homogeneous, but highly differentiated and complex:

Although feminism has a lot to contribute to our understanding of how we should know the social world, feminist thinking in this regard is not some kind of uniform and linear affair. There are healthy and vibrant disputes between feminists about these matters, just as there are between other philosophers, social theorists, methodologists and empirical researchers. (Maynard 1998, p.120)

**Motivated bias**

Hammersley (1992a, p.192) argues that feminists who adopt political goals and who discount the search for objectivity in their research are guilty of abrogating the
responsibilities of the science, given that the essence of science is a ‘communal questioning of assumptions’.

Hammersley rejects the accusation that he is consciously privileging the interests of dominant groups within the established scientific community. Rather, he argues that his preference for the model of science used in the natural sciences (such as biology, physics, and chemistry) is because ‘natural science still represents by far the most successful form of inquiry’ (Hammersley 1997, 1.4).

Silverman (1993, p.154) shares Hammersley’s view, stressing that knowledge should be produced outside of the values of those who produce it – ‘the first goal of scientific research is valid knowledge’. Silverman claims that how the knowledge is used is a legitimate political question, but not how it was generated.

Furthermore, Hammersley and Gomm (1997, 1.7) argue that by bringing political objectives to the fore and adopting emancipatory goals, feminist researchers are guilty of introducing motivated bias into the research process. They define motivated bias as systematic error:

deriving from a conscious or unconscious tendency on the part of the researcher to produce data, and/or interpret and present them, in a way as to favour false results that are in line with their pre-judgements and political or practical commitments. This may consist of a positive tendency towards a particular, but false, conclusion. Equally, it may involve the exclusion from consideration of some set of possible conclusions that happen to include the truth.

They hold that while ‘there are all sorts of reasons why people become researchers ... truth is the only value that constitutes the goal of research’ (Hammersley and Gomm 1997, 4.12), and that:

The community of researchers have a responsibility to do their utmost to find and keep to the path which leads towards knowledge rather than error. (Hammersley and Gomm 1997, 4.3)

SUMMARY

In comparison to those who come from a positivist or interpretivist tradition, critical social researchers make up just a small proportion of the social research community. However, their numbers have grown steadily in recent years, and they now form a significant minority of those who are conducting research.

Within the broad school of critical social research, feminists have been one of the most vociferous groups, championing the need for a distinctively feminist methodology. In their critique of both positivist and interpretivist approaches to research, feminists have laid claim to carry out their research in new and different ways.

Within this chapter we have reviewed the key features of a feminist methodology – characteristics that are consistent with a broader emancipatory approach to research:
• The role afforded to gender vis-à-vis social class, race, age, disability, and so on.
• The nature of the relationships that researchers tend to form with their research participants.
• The methods that are most appropriate for feminists to use.
• The adoption of political goals consistent with those of feminism.

For those feminists who are committed to a critical approach to social research, the debate and discussion around these issues has provided the basis for the continued development of a feminist methodology. However, for those who are opposed to critical social research in general, and the development of feminist methodology in particular, the approach that feminists have taken is seen to have erroneous consequences for the scientific nature of social enquiry. Most importantly, the adoption of emancipatory political goals and the discarding of objectivity as a central pillar of social research are seen as dangerous moves that negate the value of their research.

While the debate that has taken place concerning feminist methodology has, at times, tended towards an ill-tempered ‘discourse of derision’ (Humphries 1997, 2.5), many important issues have been raised that are of value to all social researchers. At the very least, this debate has led to the recognition of a politicised framework for the understanding of knowledge, and has charged ‘all researchers, male and female, to examine the role of sex and gender in society’ (Millen 1997, 9.3) and in their own research.

Chapter research task

(The following scenario is based on an article by Hamner and Hearn (1993), entitled ‘Gendered Research and Researching Gender: Women, Men and Violence’.)

Imagine you are to carry out a research project which looks at the area of violence against women by men who are known to them.

The aim of the project is to gain an understanding of the experiences of violence from the perspectives of both men and women, and to try and identify what ‘violence’ means to both groups. In addition to this, the project seeks to understand the relationship various agencies have with the victims and perpetrators of violence, and the social role they play. As such, it is hoped that the project will provide rich data upon which social policy can be reviewed and perhaps updated.

Women are to be accessed through a women’s refuge which offers support to women who have been victims of violence. Men are
to be accessed through a variety of different agencies, to include: the police; probation services; prison services; social services; counselling groups. (You may want to consult the section in Chapter 4 which discusses vulnerable groups and external agencies.)

In thinking about how you would carry out this project, consider the theoretical, methodological, practical, and ethical issues for feminists in the area of violence against women.

You may want to reflect on some of the following questions:

What is the purpose of conducting research?
Should social science be used to empower people?
What does it mean to carry out research 'objectively'?
Can men have access to 'the truth'?
Is it possible for sympathetic men to do 'feminist research'?
What is the character of knowledge that is generated by men? Is it of a lesser quality than that generated by feminist researchers?
Are the methods and techniques of research inherently gendered?
Is the experience that the research is grounded more important than the methodological validity/reliability of the research methods that are used? Is feminist knowledge superior to non-feminist knowledge?
How much of yourself should you reveal to your research participants?
Should you adopt a different style for researching different people/groups?
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Getting Started in Research: The Research Process

✓ To provide an overview of the research process
✓ To provide an appraisal of the relationship between theory and research practice
✓ To enable readers to be able to formulate their ideas as research problems and hypotheses
✓ To introduce readers to different research design models
✓ To provide an overview of different approaches to the selection of participants for involvement in the research process

Introduction

This chapter will focus upon what is often considered to be a relatively practical aspect in research, that is research design. Typically, this is associated with the notion that there are various stages that research goes through, from taking a theory, focusing upon different aspects of it, designing appropriate research tools
for collecting the data, and then, having analysed the findings, drawing conclusions which are written up in a research report or academic paper.

Of course, all of these elements are important in research, but research design itself is much more than this. This chapter will consider the idea that research is not a linear process, but rather it is cyclical and on-going, or iterative. Furthermore, in designing our research, we should consider the various constraints that may impinge upon social science investigations, and the role of values, politics, and power in research.

This chapter is concerned with the general approaches involved in research design, moving from clear initial questions via appropriate evidence to credible conclusions. This is dependent on:

- clearly formulated and expressed research problems;
- the way in which cases are selected for investigation;
- the research argument.

In later chapters, we shall look carefully at various data collection techniques to complete the research argument that:

This problem, investigated in this way using these cases, leads inescapably to these conclusions. (Sapsford 1993, p.11)

**Research design**

Research design essentially refers to the plan or strategy of shaping the research, or as Hakim puts it:

Design deals primarily with aim, purposes, intentions and plans within the practical constraints of location, time, money and availability of staff. (1987, p.1)

Just as there is a wide variety of views as to what research consists of (compare the positivist and interpretive positions assessed in Chapter 1), and great differences in actual practices as to what people research and how they do this, so there are alternative perspectives of what the process of undertaking research should actually look like.

**The research process**

Perhaps the first key point to note is that all research projects embody an argument. For some (such as those using a broadly quantitative approach) the argument will be structured in the initial stages of the research. This general approach may be referred to as a *theory-then-research* method of constructing arguments (this approach is outlined in more detail later in this chapter).
For research that utilises a more qualitative approach, the argument proceeds incrementally, and is constructed in the course of the research itself – the research-then-theory approach (see later in this chapter). In such emergent research strategies, many of the questions, aims, and formulations of problems in the research will be developed in the data collection phase, interacting with the researchers’ initial ideas or hunches; thus the final design emerges throughout the research. As Hakim states:

The builder, and the materials he has available, takes a stronger role in the design than in the usual architect-designed study. (1987, pp.37–8)

Related to this idea is the notion that there are different models of the research process. In the following pages, we shall look at two commonly used models.

**Sequential model**
This model suggests that research passes through specific stages in pursuit of (at least tentative) answers to stated research questions. In this model, the research process is considered to take a relatively fixed, linear path, with a clear start and end. Gill and Johnson (1997) provide an example of this sequential model (shown in Figure 3.1).

---

**FIGURE 3.1** THE SEQUENTIAL MODEL OF RESEARCH (GILL AND JOHNSON 1997, P.3)
Another common representation portrays the research process as cyclical. Here, many of the same aspects of the research process are included, and in much the same order. Usually the cycle begins with a problem, and finishes in a tentative generalisation. This marks the end of one cycle and forms the start of another. This process may continue indefinitely, reflecting the progress of scientific knowledge. In this respect, the process is said to be iterative. There is an implication, however, that the process might be entered at a number of points, and that the experience of later stages might lead to a reinterpretation or revisiting of earlier stages. There is therefore no determinable chronological sequence to the process of research, and often there is an overlap between the different aspects of the research cycle.

As we shall see in Chapter 7, this is particularly the case for qualitative research, where data collection, analysis, and problem formulation are closely bound up with each other. For instance, analysis of early interview data may lead the researcher into revising her or his line of questioning in later interviews. Thus, in the course of the research process, questions may be reconsidered, revised, or even discarded as a result of earlier research. Figure 3.2 provides an illustration of the cyclical model.

So, the pursuit of knowledge is not necessarily as straightforward as the sequential model would imply. The reality for the practising researcher is that research will not always follow a clear and logical path, and at times it may even appear somewhat chaotic.
The place of theory in the research process

We have already seen that theory is at the heart of both the sequential and the cyclical models, although it is not necessarily the initiator of the process of research. There are two contrasting views of the relationship between theory and the research process.

Deduction

Usually we are seeking to explain some particular type of action or process, and often there are theories that have been developed already with the purpose of trying to do just that. You might find it useful to see if the theory can explain the action or process that you are interested in. In this way, we follow a deductive approach to our research, in which the theory defines what we look at and how we look at it (see Definition 3.1).

Induction

Sometimes, we come across a situation in which we are not attempting to test how useful a particular theory is, but instead are seeking to understand a particular phenomenon, and through this, trying to build up an explanation of it. In this process, often rather loosely termed induction, we begin with a rather general research problem, and in the course of collecting and analysing data, we look for common themes or patterns in the data. Ultimately, we aim to draw some conclusions about the issue we are investigating, and perhaps to develop a tentative theory of our own (see Definition 3.1).

Definition 3.1 Deduction and induction

Deduction: If you begin with theory, and use it to explain particular observation(s), this is known as deduction. Theory is applied in order to deduce explanations for the data. Basically, deduction begins with the construction of a theory or model, research is designed around the model, and data collected explains or refutes the model. This approach is often referred to as using the hypothetico-deductive method, associated with the theory-then-research strategy, in which:

1. Theory is consulted, and then guides the formulation of specific research questions.
2. Research questions are constructed as propositions, or hypotheses, which are then tested with empirical data.

If the data that has been collected demonstrates that the theory is lacking in some way, we may conclude that it has been falsified in its

(Continued)
present form, and needs to be revised. This process of falsification forces us to look at data in other ways to improve theories.

**Induction:** Contrary to deduction, induction moves from a set of observations to a theory, and is at the core of social scientific theory development. Induction allows a theory to be constructed from emerging patterns in the research data. It is associated with an analytic-inductive method, which is part of the research-then-theory strategy:

The person doing such research assumes that he does not know enough before beginning his study to identify relevant problems and hypotheses in the organisation chosen for study, nor to recognise valid indicators of the theoretical variables in which he is interested. He believes that a major part of his research must consist of finding out what problems he can best study in this organisation, what hypotheses will be fruitful and worth pursuing, what observations will best serve him as an indicator of the presence of such phenomena as, for example, cohesiveness or deviance. (Becker and Geer, cited in Burgess 1982, p.239)

### Getting started in research: the research problem

**The research problem**

A research project usually begins with a broad idea that you want to explore – an idea about which you may have some initial thoughts. You start with a research problem.

In this respect, Frankfort-Nachmias and Nachmias define the research problem as ‘an intellectual stimulus calling for a response in the form of scientific inquiry’ (1996, p.52).

Examples of research problems might include:

- Does educational attainment influence lifestyle preferences?
- What causes aggressive behaviour?
- What rehabilitation measures most effectively break the cycle of persistent juvenile delinquency?

These are all problems that are amenable to some sort of research investigation, in that the researcher may collect information in order to try to construct a plausible and credible answer to the question.
However, in addition to being empirically grounded, research problems have to be clearly specified. For example, the research problem ‘What rehabilitation measures most effectively break the cycle of persistent juvenile delinquency?’ is rather too vague to research effectively. As a research question, its weakness is manifest in that:

- it is too ambiguous a statement to direct a research project;
- it is open to interpretation because of the lack of clarity in the meanings embedded within the research problem;
- it is unclear about the types of rehabilitation measures that may be considered;
- it does not indicate what is meant by persistent;
- it does not define juvenile delinquency, in terms of age, gender, residence, social class, ethnic group, education, coverage (only those who have been caught, or those convicted, or those actually sentenced?), and so on.

Deciding what you want to know through your research efforts, and then focusing this into a manageable and coherent research problem, is arguably the most difficult aspect of any research project.

**Focus your problem**

Once you have chosen a topic, or perhaps a number of possible alternative topics, you will almost certainly then need to refine it and focus it. Kane (1990, p.15) recounts an episode in which a student visits to discuss their research plans:

*Student:* I’ve come about my research problem. I know what I want to study.
*Kane:* What is it?
*Student:* Drugs
*Kane:* What is it about drugs you want to study?
*Student:* Oh, just drugs like. I’ve always been sort of interested in drugs, you know what I mean?

As Kane explains, there are many possible ways in which the issue of ‘drugs’ might be researched, involving focus on different issues, different target groups, and using different data and methods.

Having decided upon a general topic to investigate, the next step in any research study is to set out clearly your research problem, which should:

- be specific,
- have a narrow focus,
- have all terms carefully defined.

This might be:

A Short Introduction to Social Research

Taken from Kane (1990, p.19), this is an example of a well-designed research problem. It is clear about all aspects of the intended study and of its parameters, in terms of:

- the time-frame;
- the category of juvenile delinquent examined;
- the age of those to be researched;
- that only certain selected characteristics of the target group will be investigated;
- the particular site chosen as the setting for the research.

Kane (1990, p.20) suggests some useful steps for developing a clearly specified research problem:

ii. State what you want to study in one sentence.
iii. Look at every word, and define each that you feel necessary.
iv. Rewrite your sentence, taking into account all the decisions you made in step (iii).

This involves a focusing process of moving from the general to the specific. Focusing is not an instantaneous process, but takes place over time:

- It will occur through consulting existing theories, debates, and general issues emanating from the academic and/or professional literature. This will enable the researcher to generate issues for investigation, gain a sense of how to delimit the area into one that is specific and manageable, and develop an awareness of how others have sought to explain the issue(s).
- It may well take place in the course of actually collecting and analysing your data (perhaps as a result of carrying out and analysing your interviews and observations), especially where the research design is an emergent-qualitative one.

Activity 3.1 The research problem

Think of an issue that you might be interested in examining through research — this may be something of general academic interest to you, or an issue related to your work, or a local issue. Define your research problem in no more than two sentences. Ask: Who? What? Where? When? Why? How? Then revise your research problem so that it can be summarised in a single sentence.
Hypotheses, concepts, indicators, and measurement

Research hypotheses

You may find it helpful to set out a series of hypotheses to structure your research study, or these may emerge later during the course of a qualitative-based research project:

A hypothesis is a tentative answer to a research problem, expressed in the form of a clearly stated relation between the independent and the dependent variables. Hypotheses are tentative answers because they can be verified only after they have been tested empirically. (Frankfort-Nachmias and Nachmias 1996, p.62)

As was noted above, research problems are usually too general by themselves to enable us to carry out meaningful analysis; they need to be specified in a more focused way. Hypotheses are specific statements that relate to the problem, the answers to which are likely to be yes or no, depending upon what is uncovered from the research. Examples of hypotheses might be:

- Suicide is related to the general level of religiosity/ secularisation of society.
- Alienation and political participation are negatively related.

Such statements specify links between different phenomena, in order to explain different patterns of behaviour that appear to occur. However, such patterns of association do not necessarily demonstrate that a causal relationship exists. We cannot for instance say, ‘socio-economic deprivation causes suicide’. If that was the case, then all those in Britain defined by various yardsticks as living in a state of relative poverty would inevitably commit suicide. This is of course highly unlikely to happen in the present climate!

Concepts and measurement

In these hypotheses, there are a number of terms that are being used which are rather imprecise. They are commonly used, and there is a common understanding of what they mean. Nonetheless, they are rather abstract, and need to be clarified. We call these shorthand terms concepts.

A concept is an abstract summary of a particular phenomenon that is of interest to a researcher – a representation of an object or one of its properties. Researchers have an idea of what they mean, and they are a useful way of describing and understanding different types of action, behaviour, characteristics, attitudes, or other phenomena that we come across.

Each scientific discipline develops its own concepts that constitute an accepted language. For example, ‘inequality’, ‘racism’, ‘citizenship’, ‘power’, and ‘ideology’
are concepts often explored in social and political science. Concepts such as ‘aggression’ and ‘happiness’ are common to psychologists. In business studies, researchers might encounter such abstract ideas as ‘efficiency’, workplace ‘morale’, and ‘re-skilling’. Hypotheses contain concepts that are the product of our reflections on the world.

Concepts are extremely useful in helping us to communicate succinctly. We can talk about the importance of social class in influencing our life-chances, for example, in terms of:

- the sorts of schools we are able to send our children to;
- the type of qualifications they might achieve;
- their chances of finding work;
- the type of employment they enter;
- the types of social circles we mix in;
- the goods and services we consume;
- and so on.

Of course, we will all have slightly different ways in which we understand social class, but using this concept enables researchers to communicate with each other, particularly with colleagues in the same profession.

But concepts need clarification if they are to be used effectively in research. They must be defined in terms of how they relate to a particular study. The general process for doing this is as follows.

**Conceptual definitions**

The first step is to define what we mean by any particular concept. Once that has been done, it will then be possible to develop indicators for that concept as it has been defined.

A useful starting point is to look at the range of definitions of the concept that other researchers have used to tackle the problem. De Vaus (1996, p.50) discusses religiousness, and notes that some conceptualisations may regard it as about belief, and others about behaviour. Any set of beliefs that provides people with meaning in life may be defined as religious. What about those people who do not attend any religious services but who have a deep personal spiritual belief? Does belief have to include some notion of a supernatural being? At some point you have actually to decide on a single conceptual definition that encompasses the nature of your research.

**Delineate the dimensions of the concept**

For many concepts, there will be different dimensions that it may be useful to distinguish in your research. Poverty, for instance, may be conceptualised in economic terms, perhaps using income (or rather the lack of it!) to assess its existence or not. But it may also be thought of as having a social dimension (such as living in a high-crime area), or an environmental dimension (perhaps the levels of noise or
traffic pollution in an area). Determining these different dimensions, distinguishing between them, and then devising relevant questions to ask about them are likely to assist you greatly in conducting your research project:

Distinguishing between dimensions can lead to more sophisticated theorising and more useful analysis. (De Vaas 1996, p.50)

**Defining concepts in practice**

Seeman (cited in Frankfort-Nachmias and Nachmias 1996, p.32) developed a conceptualisation of alienation that delineated five different dimensions:

1. **Powerlessness** – the expectation of individuals that their behaviour cannot bring about or influence the outcomes they desire.
2. **Meaningless** – the perception by individuals that they do not understand decisions made by others or events taking place around them.
3. **Normlessness** – the expectation that socially unacceptable behaviour (cheating) is now required to achieve certain goals.
4. **Isolation** – the feeling of separateness that comes from rejecting socially approved values and goals.
5. **Self-estrangement** – the denial of the image of the ‘self’ as defined by the immediate group or the society at large.

**From conceptual definition to operational definition**

Once you have been able to specify the different dimensions of your concepts, you will be at the point where you can move from the abstract to the concrete. The operationalisation of concepts refers to the process through which indicators are developed to measure your concepts – that is, to transform them into observable phenomena.

From each of his five dimensions of alienation, Seeman developed a set of questions that were used to operationalise each one. For example, the following were used to operationalise ‘powerlessness’:

- ‘Suppose your town was considering a regulation that you believed to be very unjust or harmful. What do you think you could do?’ [People who responded that they could do nothing were categorised as powerless.]
- ‘If you made an effort to change this regulation how likely do you think you would succeed?’
- ‘If such a case arose how likely is it that you would actually do something about it?’
- ‘Would you ever try to influence a local decision?’

Although alienation can never be empirically observed, the questionnaire items serve as indicators through which it can be inferred.

De Vaas (1996, pp.47–8) provides a useful overview of what the process entails. He asks, ‘if we are interested in testing the hypothesis that religiousness is a
The proposed relationship is a positive one, where an increase in deprivation (the independent variable) causes people to be more religious (dependent variable). To test the research hypothesis we must work out who is religious and who is not, and classify people according to whether or not they are ‘deprived’. Income might be used to determine who is deprived and who is not: those earning less than £6,000 a year could be classified as deprived and those earning £6,000 and more could be classified as non-deprived. Church attendance might be used to denote religiousness, with monthly or more frequent attendees being identified as religious and all others as non-religious.

**How many indicators to use?**

Typically, concepts are complex and are best measured with a number of indicators to encompass their full scope. There is often a need to establish multiple indicators to infer the existence or not of a particular concept.

For instance, religiousness cannot be measured simply by asking how often people attend religious services. This is just one way in which a person’s commitment to their religion could be expressed. The single indicator of church attendance does not address the many other aspects of ‘religiousness’, for example:

- observance of religious festivals;
- having a good knowledge about one’s faith;
- how often a person prays;
- whether someone believes in life after death;
- whether one adheres to the central tenets of the faith.

If we only ask one question then we run the risk of only discovering one facet of the phenomena under investigation. There may be many highly religious people who for a variety of reasons do not attend religious services.

**Activity 3.2 Operationalisation of concepts**

Take the research problem that you defined in Activity 3.1. Provide two examples of conceptual definitions that such a research area would lead you to examine, and for each, provide two operational definitions:

**Concept 1:**
- Operational definition 1
- Operational definition 2

**Concept 2:**
- Operational definition 1
- Operational definition 2
Research designs

Having discussed the process through which we transform a research idea into a manageable research question, the next step in any project is to decide upon the framework that is to be followed in conducting the research – or the research design:

Research design situates the researcher in the empirical world, and connects the research questions to data … [It] is the basic plan for a piece of research, and includes four main ideas. The first is the strategy. The second is the conceptual framework. The third is the question of who or what will be studied. The fourth concerns the tools and procedures to be used for collecting and analysing empirical materials. Research design thus deals with four main questions, corresponding to these ideas: the data will be collected (and analysed) following what strategy? Within what framework? From whom? How? (K.P. Punch 1998, p.66)

As we can see from this definition, there is an important distinction to be made here, between what we have defined as research design and what we define as research methods. The latter is merely one aspect of research design – a particular technique for collecting data.

There are numerous research designs open to the researcher. The main research designs are:

- Experimental research design
- Cross-sectional or social survey design
- Longitudinal design
- Case study design
- Comparative design

Case selection

The initial question posed at the beginning of this chapter concerned the extent to which it was possible to obtain credible conclusions from research.

We have considered one of the core elements of this, the research problem, and how this can be transformed into a manageable and measurable area for enquiry. The second major element to be addressed is, how do we select cases for study so that we can have confidence in any conclusions that we draw from the findings? That is, who should be our target group, and how should we select members from that group to include in our research project?

Representative cases

When focusing on one single case in a research project – for instance, how decisions are made in a local group campaigning against the closure of a school – then the way in which that case has been selected is largely unproblematic.
However, when you are selecting a subset of cases with the intention of making claims about – or of generalising to – a larger group or population, then the way in which you choose these cases is fraught with potential problems. These might possibly undermine any conclusion(s) that you draw from subsequent research. For instance, if you are conducting a city-wide study on the extent to which people have been victims of crime, you are likely to find it prohibitively expensive to conduct a census – a study of the entire population of the city that you are examining. An alternative approach might be to carry out a sample survey – a subset of the target group that you are investigating. Yet this can only be a description of the city’s population in so far as it is representative of it.

We need to be assured that the sample is made up of the same kinds of people, in the same proportions, as the population.

Consequently, the credibility of a project’s findings and conclusions will rest largely on the cases selected for investigation (Definition 3.2). Such an evaluation will be based upon an assessment of whether or not the study is externally valid:

External validity ... (is) the extent to which the conclusions of the study generalise beyond the immediate subjects and circumstances of the investigation. (Sapsford 1993, p.19)

Definition 3.2 Cases
Cases are the units of investigation. They are often people who may be studied at different levels – as individuals, within communities, and within groups (such as trade unionists, or owners of small firms). But cases may also refer to other units of analysis, including organisations (schools, businesses, political parties), localities, regions, countries. They may also include ‘incidences’ – political scientists for instance might focus upon political riots, sociologists might compare different instances of suicide, or police drugs raids, while business studies students might focus on company mergers or company closures.

Aside: There is considerable debate on ethical grounds as to how ‘people as cases’ should be conceptualised in research, as respondents, subjects, citizens, or in some other way (see Finch 1993, pp.174–9).

There are various sampling procedures which have been developed in an attempt to achieve representative samples and external validity, and these include both probability and non-probability sampling methods. See Chapter 6 for a discussion of different sampling methods.
Typical cases

In circumstances in which only a small number of cases are investigated (such as environmental policies within three selected countries), or even a single case (a particular factory or hospital), there is often an implicit assumption held by the researcher that the findings can, to a certain extent, be generalised to other situations. It is not possible to guarantee that these cases will be representative, but the researcher should make an attempt to establish that the case or cases are at least typical – that other cases are likely to resemble it sufficiently for general conclusions to be drawn.

Theoretical sampling

A final kind of sampling which does not need to demonstrate either typicality or representativeness is theoretical sampling. Here, cases are selected specifically because the analysis is intended to shed light on some aspect of theory that you are interested in. Such cases are often referred to as critical cases. Qualitative researchers, whose studies are likely to be small scale and intensive, commonly use this method of selecting cases.

For example, Henn (1998) wanted to show that the processes of social and political restructuring in contemporary societies were such that electorates were becoming progressively volatile and unpredictable. Consequently opinion polls would find it increasingly difficult to measure voting behaviour.

Henn took as his starting point an analysis of electoral developments in Britain, which was chosen theoretically and strategically as a critical case. He made the claim that Britain served as a useful analytical benchmark in which the processes of what he referred to as Complex Politics were historically least pronounced; if the processes of complexity were causing concern for pollsters here, it would be likely that the scenario for pollsters in other late-capitalist countries would be more marked.

For comparative purposes, he then conducted research in cases where the processes of political complexity were most advanced as far as opinion polling was concerned – the European post-communist societies. He stopped sampling cases when it was clear that no new theoretical insight could be gained – that is, when theoretical saturation had been reached. Extract 3.1 (taken from Henn 1998, pp.6–7) outlines the method of theoretical sampling used in this example.

EXTRACT 3.1 Theoretical sampling for the comparison of opinion polling contexts in late-capitalist and post-communist societies (Henn 1998)

Countries chosen for analysis
The analyses of the role, status and functions of political opinion polling in this book are confined primarily to capitalist and post-communist contexts, and are (Continued)
based largely upon case studies. To represent post-communist political systems which have developed from their communist roots, there will be a focus on the former Soviet Union, Bulgaria, Romania, Poland, Hungary and the former Czechoslovakia. As an example of a capitalist political system, there will be a focus on Britain, although polling developments elsewhere in Europe, the USA, and Australasia will be referred to. The inference here is that where political landscapes are complex, such as in late-capitalist and post-communist political systems, then pollsters will confront a number of problematic factors which will combine to make their tasks increasingly arduous. At the same time, where political landscapes are less complex, then the problems for opinion pollsters will be less defined. Britain is regarded as a critical methodological case here to test the shift toward Complex Politics in late-capitalist societies. According to Almond and Verba, it came closest to their conception of the ideal ‘civic culture’ in the 1950s and 1960s. They suggested that there was a high degree of political consensus relating to the post-war British state and its system of government, a strong sense of deference to political authority, and significant trust and confidence in Britain’s political institutions and political arrangements (Almond and Verba 1963, pp.197–198). Furthermore, it can be argued that traditionally Britain has had a comparatively stable, majoritarian system, with a limited number of well-established parties competing for governmental office and forming traditional alliances with blocs of voters. Indeed, Britain possessed, certainly up until the early 1970s, one of the most stable and enduring political systems within the advanced capitalist world (Crewe 1977). At the heart of this stability, was the largely homogenous nature of society, with cleavages which were based predominantly on social class lines underpinning party-voter alliances. Finally, Britain has always been more tolerant of polls than many of its capitalist counter-parts, such as Spain, Portugal, Italy, Belgium, France, Switzerland, Germany and others where polling is either banned at particular times within the electoral cycle, or else subject to external regulation.

Consequently, if Britain’s political landscape begins to display features similar to those found in the post-communist societies, then it can be assumed that those other European capitalist political systems whose political landscapes are more complex historically than Britain’s, are likely to undergo such changes more rapidly. The implications are that, if the developing processes of political complexity serve to undermine the ability of pollsters to effectively carry out their tasks in Britain in ways which reflect the situation in the post-communist political systems, then the situation will be more critical for Britain’s more complex late-capitalist neighbours in Western Europe. Such developments may precipitate the need to reappraise methodological techniques, and develop new styles of measuring public opinion so as to prepare for these shifts toward more complex political landscapes throughout Europe. The analysis of polling in post-Second World War capitalist and post-communist societies which follows will give an indication of these developments and the likely scenarios for political opinion polling in the future in a variety of European contexts.
Activity 3.3 Selecting cases

Take the research problem that you defined and operationalised in Activities 3.1 and 3.2, and briefly:

1. Outline and justify the method or combination of methods that you would use to investigate your research problem(s).
2. Define and justify which cases you would select for study.
3. Describe the process that you would take in order to include your chosen cases.
4. How would you classify your method for the selection of your cases — representative sampling, typicality sampling, or theoretical sampling? Why have you chosen this approach?
5. To what extent do you consider that the findings which would be generated by this method are generalisable?

CONSTRAINTS ON ACHIEVING CREDIBLE CONCLUSIONS; POWER, POLITICS AND VALUES

In any research, there will be certain decisions made about, and influences imposed upon, the research design which need to be addressed and laid bare if the conclusions which the study generates are to be considered as credible. For instance, the early choices which underlie research design, and the way the design is manifested in the research process, are not merely technical questions. They relate intimately to the underlying values and assumptions of the researcher, and of other more structural factors such as the priorities and agendas of the sponsors of the research.

For instance, Bilton et al. (1987, pp.505–6) recount how the Social Science Research Council (the main source of funding for academics in higher education since 1966) was reorganised in 1983, and renamed as the Economic and Social Research Council. Bilton et al. imply that deletion of the label ‘science’ from the ESRC’s name, and the substantial reduction in the level of financial support to the agency, were largely due to concerns among leading members of the government with the direction that much academic research was seen to be taking. Firstly, there appeared to be a marked shift within these research fields to a more ‘qualitative’, and it was perceived ‘unscientific’, style of research. Secondly, the Secretary of State for Education, acting on behalf of the government, was concerned with the radical nature of much of the research that was conducted.

Bilton et al. (1987) claim that as a consequence of these developments, much academic research is now by and large ‘shaped’ by these experiences, so that it is increasingly methodologically pragmatic, quantitative in nature, and policy orientated. Indeed, applications to the ESRC for research funding must...
demonstrate the relevance of their intended project to the wider policy-community. One section of the application form, headed 'Relevance to User Groups', states:

Please explain below the likely contribution to policy or practice; details of consultation with user groups (such as public, private and voluntary sector practitioners and policy makers) in the development of the research and proposed collaboration/communication with such groups during the research should be included. Details of any potential co-funding or support in kind should also be included here. Do not exceed one side.

Gatekeepers may also wield extensive power over your research – they do, after all, have the ability to deny you access to the target group or research site that you are interested in studying. You may need to negotiate certain aspects of your proposed research design, and in so doing, compromise your research plans to some degree. This was the experience of a team of researchers when conducting a collaborative project exploring the perceptions of rank-and-file members to the leadership of one of the two main British political parties (Henn et al. 1997). Negotiations were held with the local, regional, and national party offices. Intended research questions were carefully scrutinised, and the merits of many were debated. Access to the membership database – crucial for the research – was eventually granted, subject to compromises made in terms of the method and timing of publication.

What we can derive from this discussion is that data is not ‘asocial’, waiting to be gathered in by some mechanical and neutral process. There is a process involved in deciding what to research and how to research it, which is affected by the interests and values of the researcher and of the funders of the research.

Furthermore, the power of certain people and groups to resist a researcher’s investigations is also likely to affect the outcome of any research study. For example, Stavenhagen (1993, p.59) claims that much social science research tends to focus upon relatively powerless, marginalised, and vulnerable groups, precisely because they do not have the resources at their disposal to deflect the attentions of inquisitive researchers:

How many studies do we have of political elites and their decision-making processes; of the functioning of bureaucracies; of entrepreneurs (not only as innovators or modernizers but as political and economic groups); of foreign business communities in underdeveloped countries; of corruption among labor leaders; of advertising and the manipulation of ideologies, opinions, attitudes, tastes and the innermost emotions ... of the role of the mass media; of oppressive educational systems; or simply of the varied and multiple aspects of repression (physical, cultural, psychological, economic) that dominant groups use to maintain the status quo? ... Admittedly, these are difficult areas for the fieldworker to get involved in. And by tradition we have chosen the path of least resistance. It is easier to walk into a peasant hut than into an executive office; besides, the peasant is not likely to ever read our field report.
And many would argue that there is much about the social world that is left masked by mainstream social science research. As we have seen in Chapter 2:

Many feminists have argued for a specifically feminist methodology: one which emphasises the omni-relevance of gender, a respect for personal experience against scientific method, a rejection of ‘hierarchical’ forms of research, and the emancipation of women as the goal of research (Hammersley 1995, p.x).

SUMMARY
The research design of your project should take into account all the issues that have been addressed in this chapter. In particular, for research conclusions to be plausible and credible, they need to be based upon carefully formulated and expressed research problems. Without such clarity and precision about the focus of our study, it is very difficult to develop a manageable research project. It is all too easy to find oneself embroiled in an overly ambitious, confusing, and potentially messy process.

Theory plays a particularly important role in research; it may shape and itself be shaped by the research process. Deduction involves a theory-then-research approach in which the researcher consults current thinking about a particular issue, and uses this as a starting point for the development of specific research questions (and often hypotheses) that are to be examined with empirical data. Thus, existing theory is deployed to help define the parameters of our research investigation – what is to be studied and how.

Induction is an approach that may be used by the researcher when there is less known about the phenomena that is to be studied – the purpose being to collect data in order to develop theoretical insights. Using a research-then-theory approach, this exploratory process is at the heart of social scientific theory-building, and involves the researcher searching for meaning and emerging concepts from data in order to contribute to theoretical knowledge about a topic that has previously been under-researched. Often researchers will make use of both inductive and deductive approaches, either in the same study, or in further research – a theory developed about a particular case inductively may be tested on other cases deductively. This leads to an interdependency between both approaches, and between researchers.

In all research studies, there is always a danger that the outcome will be influenced by the values of the researcher or some other external force – whether that be the agency that has commissioned the research, or an organisation or individual that has the power to grant or not our access to the research site and the potential sample group. Values and preferences may impact upon the choices made in terms of the topic to be investigated, the approach and methods deployed, the interpretation given to the data, and the manner in which the results are written-up. The researcher who aims to convince others that they should have confidence in his or her work should be aware of the potential impact of these
pressures, and should reflect upon their research thinking and practice in order to conduct fair and balanced enquiry. This is necessary to minimise the potential of personal or political values affecting what is discovered and reported.

Chapter research task

Using Activities 3.1–3.3 as a starting point, design the outline of a research project. To do this, you should think carefully about the following issues, and write out your proposed project plans (use no more than 2–3 sides of paper in order to maintain focus):

- your title;
- the objectives of the proposed study;
- the research questions you would like to explore;
- your chosen research design (which should be justified);
- who you will include in your study (and why);
- how you will select these people for inclusion;
- what your methods are (which should be justified), and how you are actually to carry out your research;
- any problems or constraints you anticipate in conducting the research;
- any ethical issues that you think are likely to need to be addressed through your research.
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✓ To sensitisre readers to key ethical issues which may arise during the research process
✓ To highlight the two extremes of the ethical debate, and the emphasis upon the pursuit of knowledge within this debate
✓ To provide a historical overview of the development of ethical codes of practice
✓ To make readers aware of power relationships, both evident and hidden, which may exist within the research process
✓ To make readers aware of the responsibilities they have to themselves, their participants, and other parties involved in the research process
Introduction

Science is neither neutral nor always beneficial.

Controlling science ... raises resilient practical, ethical and legal issues that are a matter of constant debate. The questions involved confront us with fundamental dilemmas, such as the protection of the subjects versus the freedoms to conduct research and publish research findings. (M. Punch 1998, p.167)

Barnes (1979) contends that the concern about ethics in social research has come about only recently because of an historic shift in the balance of power from the research establishment towards ordinary citizens. He argues that the broad civil rights gained by British citizens from the 1950s onwards led them to question those activities that were carried out in the name of science. Previous to this, Barnes argues that citizens had virtually no part to play in what should be investigated, by whom, and how. He cites Mayhew’s research as an example of this ‘old-style’ research:

I made up my mind to deal with human nature as a natural philosopher or a chemist deals with any material object. (Henry Mayhew, in London Labour and the London Poor, 1861–2, cited in Barnes 1979, p.31)

In the past decade, methods of data collection and analysis have become far more sophisticated owing largely to the advanced utilisation of computer technology. Social research has widened its scope and now has the potential to be far more intrusive and penetrating. Such capabilities have given rise to greater concern in some quarters about the potential that those in positions of power now possess.

In addition, M. Punch (1998) identifies three developments that he says have led to a much greater awareness of the ethical dimension of social research:

1. The influence of feminist methodology has encouraged a scholarship that is based on trust, openness and non-exploitative relationships (see Chapter 2).
2. Interventionist or ‘action’ research has promoted those who were previously regarded as the ‘subjects’ of research to be seen as equal partners – ‘participants’ and ‘respondents’.
3. The financing of research by public bodies is commonly dependent on researchers signing an agreement on ethical standards.

Defining ethical considerations

Barnes (1979, p.16) defines ethical factors as those which:

arise when we try to decide between one course of action and another not in terms of expediency or efficiency but by reference to standards of what is morally right or wrong.
This definition makes an important distinction between matters of \textit{principle} and \textit{matters of expediency} – what is right or just in the interests of those who are the focus of research. Ethical considerations place the research participants, rather than the researcher, at the centre of the research design when deciding what is appropriate and acceptable conduct.

However, if we say that decisions need to be made and research planned on the basis of what is right or wrong then we shall obviously encounter problems with the meanings of such words. Knowledge is not simply a neutral product – the values of individual researchers will have a significant impact on the decisions that they take in all aspects of their research.

All research raises ethical issues. When we talk about ‘ethics’ in social research we are addressing those issues that concern the behaviour of social researchers and the consequences that their research brings to the people they study. As such, ethical issues have the potential to impact at \textit{every} stage of the research process and within any research project. Therefore, all social researchers need to have a clear understanding of the ways in which ethical dilemmas can arise when carrying out their research.

Frankfort-Nachmias and Nachmias (1996, p.77) draw attention to the way in which ethical issues can arise during the course of the research process. They suggest that ethical issues may arise from:

- The research problem itself – determinants of intelligence, alcoholism, or child sexual abuse.
- The setting in which the research takes place – hospitals, prisons, or schools.
- The procedures required by the research design – an experiment that may, for example, have negative effects on the research participants.
- The method of data collection – covert observation methods.
- The kinds of people serving as research participants – homeless people, mental health patients, and children who may be vulnerable and relatively powerless to resist being studied.
- The type of data collected – sensitive, personal, or financial information.
- The communication of results – are the sponsors of research likely to attempt to withhold certain results that do not accord with their organisational or commercial objectives?
- The pressures put upon research participants by external agencies (such as governments, employers, or service providers) to become involved in research.
- The (mis)representation of others’ experiences by the researcher – application of cultural norms during the interpretation of data.

We tend to be more conscious of any research in which the researcher comes into direct contact with people through qualitative fieldwork methods, but it would be false to restrict our concerns to such cases. In this chapter we shall consider the ways in which major ethical issues impinge upon research using quantitative methods such as survey and experimental research as well as observation, ethnography, and documentary research.
Many of the issues that will be discussed in this chapter arise out of debate between researchers over a number of notorious and often controversial research projects. These debates have served to put the spotlight on certain key dilemmas that face the social researcher. Burgess (1984, p.185) summarises these key ethical questions as follows:

- How can research take place without the influence of the state, which may aim to produce certain findings to suit its political needs?
- What are the risks and benefits for those individuals who take part in research?
- What should people be told about the conduct of social research?
- Is secret research justifiable?
- What limits, if any, ought to be placed on what data is collected?
- How should data be disseminated?
- What protection can research participants expect from social researchers?

To a large extent discussions about ethics in social research tend to focus on issues of consent, privacy, consequentiality, harm, and confidentiality and anonymity.

It is intended that this chapter will:

- encourage you to think about some of the problems that are inherent in studying human behaviour;
- enable you to assess critically the ways in which other researchers have carried out their research;
- prepare you for any possible criticism of your own research in the future;
- encourage you to think about the relationship between you and your participants, and how this may impact upon your research.

We shall identify the principles that help to differentiate ethical research from unethical research, and consider some of the important debates that have taken place in recent years, such as that between the supporters and opponents of ‘covert’ research. We shall also seek to address the key question that is posed when carrying out social research – do the ends (research findings) always justify the means?

The two extremes of the ethical argument

The responsibility of science

Some commentators contend that strict rules of conduct must be adhered to at all times and that no information is so valuable that it should be obtained at the expense of eroding an individual’s personal liberty. From this perspective, deception of any kind is a violation of the personal rights of citizens and debases professional research enquiry:
Social research involving deception and manipulation ultimately helps to produce a society of cynics, liars and manipulators, and undermines the trust which is essential to a just social order. (Warwick 1983, p.58)

Similarly, Bulmer (1982, p.217) argues that through a process of patient negotiation a sympathetic and resourceful researcher will eventually gain the necessary agreement of all those involved in order to be able to carry out her or his research. The use of covert research is therefore:

neither ethically justified, nor practically necessary, nor in the best interests of sociology as an academic pursuit.

For researchers such as Bulmer and Warwick the rights of the individual always override the rights of science.

The rights of the researcher

For other researchers, however, the view that research should always be based on unambiguously telling the truth, openness, and trust ignores the reality that the real world is characterised by conflict and unequal power relations. As such Douglas (1976) argues that social research needs to come to terms with the world as it exists and ‘get its hands dirty’ in a world of deception and mistrust. Given that the researcher engages in a social world in which people employ lies, fraud, and a variety of deceptive techniques, Douglas (1976, p.55) suggests that the social scientist is justified in using the same methods in the pursuit of scientific truth:

Profound conflicts of interest, values, feelings and activities pervade social life. Instead of trusting people and expecting trust in return, one suspects them and expects others to suspect us. Conflict is the reality of life; suspicion is the guiding principle.

Furthermore, Fielding (1981, p.94) argues that the deception involved in assuming a participant observer role in ethnography is ‘mild compared to that practised daily by official and business organisations’.

This, then, is the researcher’s fundamental dilemma: how to weigh one’s ethical obligations towards those who participate in research against the quest for scientific knowledge.

Ethical codes of practice

A historical context

Ethical codes of practice for researchers can be traced back to one of the Nuremberg Trials, known as ‘The Doctors Trial’. This trial considered the actions of Karl Brandt,
Adolf Hitler’s personal physician, as well as a number of others involved in human experimentation for the Nazis throughout the Second World War. The extent of the experimentation was boundless, and often resulted in physical and psychological harm to the participants, or even death. The trial resulted in a 10-point code, the Nuremberg Code, being drawn up in order to protect participants in medical research. The core components of this code still underlie many ethical codes of practice today, and included:

- Informed voluntary consent of the participant.
- The results should be ‘for the good of society, not random and unnecessary’.
- Research should be ‘conducted as to avoid all unnecessary physical and mental suffering and injury’.
- Participants should be allowed to terminate their involvement at any time.
- Researchers should terminate research if any ethical concerns arise.

Despite the development of the Nuremberg Code, unethical research on humans continued, and the 1960s saw a number of now infamous examples of unethical studies which resulted in public outcry. Between 1963 and 1966, children at Willowbrook School in New York were deliberately infected with hepatitis as part of a medical research programme. Parents who wished for their children to be admitted to the school, a specialist school offering support for mentally ill children, had to provide consent for them to take part in the study. In some cases parents were told that it was a vaccination programme and were unaware of the true nature of the research.

In an equally disturbing study, carried out in 1963, patients at the Jewish Chronic Disease Hospital in New York were injected with live human cancer cells in an experiment to study the rejection of human transplants (Katz 1972). Patients were not informed of what was going on at the time, but the study contributed to growing concerns among elements of the medical profession regarding research and its effects on patients.

In 1964 the World Medical Association responded to these concerns by adopting the Declaration of Helsinki. The ethical principles outlined by the declaration expanded upon those first proposed by the Nuremberg Code, but emphasised the importance of prioritising the research participants’ interests above those of wider society. The Declaration of Helsinki continues to be revised and updated, and, along with the founding principles of the Nuremberg Code, it has led to the development of a number of ethical guidelines which span disciplines to cover also non-medical research.

Despite the prevalence of ethical codes of practice nowadays, research continues to be carried out which can be criticised on the basis of its ethical principles (see the Milgram and Humphries studies later in this chapter). This leads us to the question of whether ethical codes can, and should, be enforced in order to protect the participants at all cost, or whether the pursuit of knowledge is a justifiable end whatever the means.
The case for ethical codes of practice

The ethical dilemma presented by social research has been recognised by a number of expert bodies who have sought to provide guidance for researchers with a view to preserving the integrity of their profession (see Example 4.1 for a guide to the major codes relevant to research in Britain). For example, the British Sociological Association (BSA) first adopted a Statement of Ethical Principles in 1973. The BSA has since revised its guidance on a number of occasions, seeing it as organic rather than a set of fixed rules.

The issues that are dealt with by the BSA’s Statement of Ethical Principles can be summarised around three general themes:

- The maintenance of professional integrity – researchers are encouraged to explain their work as fully as possible to all sponsors, facilitators, and research participants in ways that are likely to be meaningful to them.
- Protecting the interests of research participants – these are taken to include individuals and groups of all kinds. This is commonly manifested in a call for researchers to adhere to the doctrine of informed consent.
- Relations with sponsoring bodies, colleagues, employers, employees, and members of other professions – researchers are urged to reflect on the implications of their research given the organisation for which they may be working and the nature of the research itself. The intention here is to ensure that research remains independent when commissioned by an external body.

Example 4.1 Ethical codes of practice

The following ethical codes can be found at these Internet locations:

Market Research Society
<http://www.marketresearch.org.uk/>
Social Research Association
<http://www.the-sra.org.uk/ethics03.pdf>
British Psychological Society
<http://www.bps.org.uk/>
British Sociological Association
<http://www.britisoc.co.uk/>
Political Studies Association
<http://www.psa.ac.uk/>

Typically, ethical codes of practice attempt to lay down certain fundamental principles governing the conduct of research within a particular professional setting.
The Social Research Association (SRA), whose statement of Ethical Guidelines seeks to inform the work of all social science researchers, says that its intention is to:

enable the social researcher’s individual ethical judgements and decisions to be informed by shared values and experience, rather than to be imposed by the profession... They offer a framework within which the conscientious social researcher should, for the most part, be able to work comfortably. Where departures from the framework of principles are contemplated, they should be the result of deliberation rather than of ignorance. (SRA 2003, p.10)

The SRA states clearly that it has no intention of establishing a set of ‘authoritarian or rigidly prescriptive’ regulations (SRA 2003, p.11). Rather, it sees it as its responsibility to assist those researchers who are struggling to come to grips with a series of difficult decisions, and who are searching for reassurance in relation to certain key issues.

**Arguments against the use of ethical codes**

A number of arguments are, however, raised against the presence of ethical codes of practice. Douglas (1976) asserts that ethical codes are objectionable in principle in that they are used wrongly to protect the powerful in society against the weak. Douglas maintains that a code of ethics assumes that there is an open society, when the reality is quite different in that powerful groups and organisations, such as governments and corporations, operate against the greater good under a shroud of secrecy. In these cases, Douglas argues that it is the job of researchers to expose corruption and dishonesty. Rather, the existence of such codes encourages researchers to give their fullest attention to reaching an ethical research design, while restricting themselves to innocuous topics that challenge nobody, and simply leave unequal power relations undisturbed. This is a view that is shared by researchers who adopt a critical perspective (see Chapter 2).

Allied to this is the criticism that ethical codes of practice stifle researchers’ creativity and their ‘freedom of truth-seeking’ (Douglas 1976, p.31). For those who share Douglas’s commitment that social research should be a creative and cultured process, ethical codes of practice are viewed with the suspicion that they are an attempt at a blueprint or a ‘recipe book’ for ‘good’ research.

Some researchers also criticise codes of practice for being too general to be able to provide for practical application. For example, M. Punch (1998, p.168) argues that the generality of codes:

often does not help us to make the fine distinctions that arise at the interactional level in participant observation studies, where the reality of the field setting may feel far removed from the refinements of scholarly debate and ethical niceties.

Thus, for Punch, codes of practice are effectively unworkable in certain situations. He quotes the situation that was faced by Powdermaker in the American Deep
South (Powdermaker 1966). In an entirely unanticipated event, Powdermaker suddenly came face to face with a lynch mob. What, Punch asks, was she supposed to do in this situation? Should she:

- Flash her identity card at the crowd and coolly outline her presence and then continue to observe events?
- Walk away from the situation?
- Seek out the victim and aid his escape?
- Try to talk the crowd out of their intentions?
- Inform the police in the hope that they would intervene?

Powdermaker agonised over the situation, having a sleepless night worrying about what to do. In the end, she did nothing and was very relieved when the man (who turned out to be entirely innocent) escaped from the clutches of the gang the following day. In such situations making the ‘right’ decision is obviously very difficult – a decision that many researchers would be glad not to have to face.

While ethical codes of practice can be useful as guides, once engaged in the process of research the onus is placed on the individual researcher – it is the researcher’s duty to take responsibility for her or his own actions:

Ethics begins with you, the researcher. A researcher’s personal moral code is the strongest defence against unethical behaviour. (Neuman 2000, p.443)

Similarly, M. Punch (1998, p.171) concludes that a code of ethics can be:

beneficial as a guideline that alerts researchers to the ethical dimensions of their work, particularly prior to entry.

The doctrine of informed consent and the use of deception in research

Central to the case for ethically sound research is the principle that research participants are able to consent freely to their involvement in research. In order to do this, people who are the focus of research must be informed of certain key points in a manner that is intelligible to them. This is referred to as the doctrine of informed consent. Essentially, this means that people should not be under the impression that they are required to participate in a research project and that they should not be deceived into doing so.

The SRA (2003, pp.27–30) suggests that the following points are those that ought to be communicated to potential research participants to gain their consent:

- The purpose of the study, its policy implications, and so on.
- The identity of the funder(s).
• The anticipated use of the data and the form of publication that may result.
• The identity of the interviewer/experimenter and their organisational base.
• How the individual was chosen, for example the sampling method used.
• What the individual's role in the study will be.
• Any possible harm or discomfort that may result from the research.
• The degree of anonymity and confidentiality assured.
• The proposed data storage arrangements, the degree of security, and so on.
• The procedures of the study, for example the time involved, the setting, and so on.
• Whether their participation is voluntary or compulsory:
  o if participation is compulsory, the potential consequences of non-compliance;
  o if participation is voluntary, their entitlement to withdraw consent.

It is important to note that while people may agree to take part in a research project by, for example, being interviewed as part of a survey, this does not mean that they have then to answer all of the questions that may be put to them. It is important that research participants are informed of their right to decline to answer questions that they deem to be intrusive, and that they are able to withdraw from the interview at any point. Consent is not a 'once and for all' obligation, and individuals should be aware of their entitlement to refuse their consent at any stage of the research.

Similarly, it would be unethical to tell a potential survey respondent that an interview will take 5 minutes when the researcher is aware that it is likely to take 15 minutes instead. While it may be tempting to improve response rates by misleading potential research participants in this way, it should be resisted.

It also needs to be recognised that in some cases it may not be possible for those who are being researched to give their consent. By informed consent we understand the right of individuals to choose whether to participate in research free from any element of duress, coercion, fraud, or deceit. However, in the case of minors (children under the age of 11), those people suffering from mental health illnesses, or otherwise in some form of institutional care, whose exercise of choice is legally governed, consent will need to be obtained from the person or agency legally authorised to represent the best interests of the individual.

Where consent is gained via a proxy, it could still be argued that those granting consent (such as a parent or legal guardian) might not always be able to represent the best interests of their child. For example, Denscombe and Aubrook (1992) report that even though the children in their study had been told about the research by their teachers, and had been given the choice as to whether or not to participate, it was unclear whether the children had felt constrained to do so given that they were in a classroom situation.

Allied to this situation is the issue of subtle coercion. It may be that as a researcher you are in a more powerful situation than those people that you intend to research. Where this is the case, and you are 'studying down' among relatively powerless and vulnerable groups such as children or homeless people, it is relatively easy for you to use your powers of persuasion to coax people to take part in research; for some people it may be very hard for them to refuse. Although they
have consented, this may be far from freely, and may be the result of some duress, which may cause anxiety in the future. As the SRA (2003, p.29) says, ‘the boundary between tactical persuasion and duress is sometimes very fine and is probably easier to recognise than to stipulate’.

**The case for consent and the protection of individual rights**

Some researchers argue that without informed consent research is *never* justified, in that it contravenes human rights of dignity and autonomy and undermines the trust that is essential between researcher and researched (Bulmer 1982). For instance, Erikson (1967, p.373) contends that:

1. It is unethical for a sociologist to deliberately misrepresent his [sic] identity for the purpose of entering a private domain to which he is not eligible; and
2. It is unethical for a sociologist to deliberately misrepresent the character of the research upon which he is engaged.

Furthermore, Warwick (1983, p.58) warns against the wider social impact of research that utilises covert methods:

Social research involving deception and manipulation ultimately helps to produce a society of cynics, liars and manipulators, and undermines the trust that is essential to a just social order.

**The methodological case for not gaining consent**

It may be the case that gaining informed consent in some situations such as experimental research or observational studies is detrimental to the research design to such an extent that the research would become pointless.

Experiments are especially problematic because their effectiveness often depends on those taking part not being aware of all of the details of the research. Experimental research is based on the researcher manipulating certain controlled conditions to be able to identify the relationship between certain variables that it is hoped will explain ‘cause and effect’ relationships. The classic experiment involves placing research participants in an artificial setting and attempting to manipulate their behaviour in a manner that will shed light on certain phenomena. Thus, it is argued that a certain level of deception is necessary to prevent research participants from learning the true hypothesis of the research and thus adjusting their behaviour.

**The Milgram experiments**

One of the most well-known experiments that has resulted in much discussion about research ethics is the research of Milgram (1963). Milgram wanted to discover
how the horrors of the Holocaust in Nazi Germany occurred, by examining the strength of social pressure to obey authority. To do this he conducted a series of social experiments in which volunteers were recruited and falsely led to believe that they were involved in experiments on the effects of punishment on learning. The recruits were assigned the role of ‘teacher’ to test an individual’s memory of words and lists, and to administer electric shocks (up to a near fatal 450 volts) to ‘pupils’ when they made mistakes. The ‘teachers’ could not actually see the ‘pupils’ while the experiment was taking place, but they could hear the outcome of the electric shocks that they thought they were administering. At specified points, the ‘pupils’ were prompted to feign noises of great pain. Where the ‘teachers’ showed signs of unease, the researcher made reassuring comments such as ‘you must go on’.

The true aim of the study was to observe the limits to which the ‘teachers’ were willing to obey the authority of the researcher – the authority figure. The study demonstrated a surprisingly high level of willingness among people to administer supposed electric shocks at very dangerous levels. Milgram’s ‘teachers’ were fully debriefed after the event, and were offered to have their data withheld from the final report of the research.

Milgram’s research has been criticised for its use of deception and for generating feelings of guilt and substantial levels of stress among its research participants. It has also been suggested that such research may have affected the research participants’ ability to trust authority figures in the future.

Humphreys’ tearoom trade

In the field of ethnography the research of Humphreys (1970) is equally notorious for the way in which the researcher used deception in pursuit of his goals. Humphries used deceptive means to observe male sexual encounters in public toilets. Attending a number of gatherings in this manner, Humphreys adopted the role of ‘watchqueen’ (a third man who serves as a lookout for those engaged in homosexual sex and who obtains voyeuristic pleasure from his observations). He then followed the men he had observed back to their cars to obtain their car registration numbers. Following this, he used police contacts to trace the names and home addresses of 134 men, deceiving the police by saying that his work was ‘market research’. Having obtained their personal details, Humphreys then visited the men that he had observed at their homes a year later having changed his physical appearance. In doing so he posed as a researcher who was carrying out a project into social health.

Not only did Humphreys employ deception, misrepresentation, and manipulation in his research, but also he has been criticised for taking advantage of a relatively powerless group. In his defence, he argued that the men’s names had been kept in a locked safe, completely anonymised, and that these records were destroyed very soon after the data was aggregated. Furthermore, he defended his research saying that it had brought into the public domain an activity that was hitherto
shrouded in negative stereotypical images, and that he had helped further understanding of an issue that had previously been repressed.

In the cases of both Milgram (1963) and Humphreys (1970), the research participants in question are clearly in a less powerful position than the researcher who duped them into participating in their research project. In this respect the great majority of researchers who have debated their research have had very little sympathy with the defence that has been offered on behalf of the research.

The case for deception when 'studying up'

A contrary argument is put forward by Douglas (1976) when it comes to 'studying up'.

Douglas contends that the ends justify the means in those situations where research is being conducted with the aim of exposing a powerful group in society. In his view, different standards ought to apply with respect to deception when those organisations themselves (such as governments and its agencies, multinational corporations, and so on) engage in deceitful or questionable activities. Similarly, M. Punch (1998, p.173) poses the question 'Do certain institutions get what they deserve?'

Such a view lends a sympathetic interpretation to the research of Reiss (1971) on the British police force. Reiss led the police to believe that his ethnographic study concerned the public’s perception of the police force, when in reality the research was really focusing on how the police treat citizens. In the process of the research, Reiss observed the police carrying out substantial mistreatment and brutality against members of the public. The police officers were unaware that they were the object of the study, and were shocked when Reiss published his findings.

There also tends to be a far less critical reaction to covert research when the researcher’s focus is trained on those targets that are commonly regarded as undesirable. For example, Fielding’s (1981) research on the British fascist political party, the National Front, saw him adopting the role of a party enthusiast to allow him to observe the inner workings of the organisation over a period of time. He argued that his research enabled people to understand the appeal of violent far-right organisations such as the National Front and thus persuade those vulnerable to their propaganda to resist their overtures.

The lure of research

There is also an argument that particular phenomena attract the attention of the more creative and imaginative researcher. Douglas (1976) contends that the nature of certain ‘deviant’ careers is the very thing that makes them sociologically interesting. Given the unconventional nature of such individuals and groups, it is almost inconceivable that the potential research participants would grant consent.

From this perspective, Adler’s (1985) use of participant observation in a drug dealing community on the West Coast of America would be seen as worthwhile.
sociological investigation. In a similar vein, the research of Festinger et al. (1956) has been justified on the grounds that it sheds light on a little understood phenomenon. In this case, the researchers carried out a covert study of a small religious sect who believed that the world was going to end on a particular day by means of a catastrophic flood.

**Gaining consent post hoc**

Where the research participants’ consent has not been obtained prior to the research taking place, it is usually suggested that the researcher should ensure that consent is gained as soon as possible after the research has finished. This commonly means that the research participant is made aware of the research, what has taken place, and the uses to which the researcher wants to put the data. This has been used by certain researchers, such as Milgram (1963), as a defence and justification for using the data from their disputed studies. While the research participants cannot wind back time to erase their involuntary participation in the research, they do at this point have the ability to regain ownership of ‘their’ data and deny its use for the purposes of analysis and publication.

As the SRA (2003, pp.34–5) maintains:

> Once the methodological advantage of covert observation, of deception, or of withholding information has been achieved, it is rarely defensible to allow the omission to stand.

However, there are some cases where, given the nature of the research, gaining consent *post hoc* would place the researcher in considerable risk of personal harm. For example, Fielding (1981) decided not to debrief the research participants of his identity and real intentions for fear of physical violence from the fascists that he was covertly observing.

**The practicality of gaining consent**

Hammersley and Atkinson (1995) also point out that gaining the free consent of all of one’s research participants at all times is far from straightforward, and can prove to be highly disruptive to the research that is being carried out. With some types of research, particularly ethnography and observation studies, explaining your presence to everyone, the purpose of your research, and so on may be physically impossible. This is a point that is reinforced by Punch (1986, p.36):

> In a large organisation engaged in constant interaction with a considerable number of clients it is physically impossible to seek consent from everyone and seeking it will kill many a research project stone dead.
While the issues discussed above have uncovered some of the complexities surrounding the principle of informed consent and the use of deception in research, the balance of opinion still errs towards the avoidance of covert methods wherever possible:

It remains the duty of social researchers and their collaborators … not to pursue methods of inquiry that are likely to infringe human values and sensibilities. To do so, whatever the methodological advantages, would be to endanger the reputation of social research and the mutual trust between social researchers and society which is a prerequisite for much research … Social inquiries involving deliberate deception of subjects (by omission or commission) are rare and extremely difficult to defend. (SRA 2003, pp.34–5)

A third way?

Outside of these two extreme positions on the question of the use of covert methods, there are many researchers who express far less clear-cut views. For example, Becker (1967) suggests that what is and is not permissible is a matter of judgement that needs to take into account the advantages and disadvantages of different research strategies within the particular context that faces the researcher. While no approach is proscribed absolutely, the emphasis is placed on the researcher to offer a substantial justification for those strategies that transgress key ethical elements’ guidelines.

This is a view that Hammersley and Atkinson (1995, p.280) also subscribe to, recognising that the appropriateness of a particular research strategy is difficult to pre-judge. Rather, they maintain that every case needs to be looked at contextually while adhering to certain key human values:

It seems to us that there are values which most people, across most societies, would subscribe to in one form or another, and that these should guide researchers’ judgements about what is and is not acceptable behaviour.

Furthermore, Hammersley and Atkinson (1995, p.282) contest the view that researchers must always be honest in everything that they do. In their view honesty:

is certainly an important value, but that this does not imply that we should always be absolutely honest. In everyday life most of us do not tell the whole truth and nothing but the truth in all circumstances. We are circumspect about whom we tell what, and we may even lie on occasion: not only to protect our own interests but to protect those of others too, sometimes even those to whom we are lying. What is at issue is not ‘to deceive or not to deceive’ in abstract, but what and how much to tell to whom on what occasion.

This pragmatic and flexible approach is also advocated by M. Punch (1998, p.172) who suggests that:
Perhaps some measure of deception is acceptable in some areas where the benefits of the knowledge outweigh the harms that have been minimised by following convention on confidentiality and identity ... One need not always be brutally honest, direct and explicit about one’s research purpose, but one should not normally engage in disguise. One should not steal documents. One should not directly lie to people. And, although one may disguise identity to a certain extent, one should not break promises made to people. Academics, in weighing up the balancing edge between overt-covert, and between openness-less than open, should take into account the consequences for the subjects, the profession, and, not least, for themselves.

**Activity 4.1 The use of deception in research**

You are carrying out a study of court procedures to see whether the courts discriminate against black people. To do this you decide to sit in a court’s public gallery and observe events over a period of time. Do you tell the magistrates what you are doing, knowing that this is likely to affect the way that they act, or do you decide not to tell them on the grounds that the potential uncovering of institutional racism is for the greater public good? Make some notes outlining the advantages and disadvantages of this particular research strategy. (Adapted from Crow 2000, p.69)

**Harm**

Another central area of concern in the design of ethical research is the recognition that social research can harm an individual in many different ways – physically, psychologically, legally, and professionally. The SRA’s *Ethical Guidelines* (SRA 2003, p.17) maintain that:

No generic formula or guidelines exist for assessing the likely benefit or risk of various types of social inquiry. Nonetheless, the social researcher has to be sensitive to the possible consequences of his or her work and should as far as possible, guard against predictably harmful effects.

Furthermore, it is recognised that gaining the free consent of research participants does not absolve the researcher from an obligation to protect those participants against any potentially harmful effects of participating. In this respect, the researcher has a duty to inform individuals of the potential consequences of participating in their research.
Physical harm

Physical harm that may arise through the process of actually doing the research is the most readily identifiable type of harm for a researcher to perceive and therefore ought to be the easiest to protect against. In terms of physical harm, a researcher should make every effort to identify the basic safety risks associated with her or his research.

Researchers most definitely ought to refrain from any research where physical harm is central to the project. While this might seem an unnecessarily obvious statement to make, the history of social research contains some startling examples where this has been done. For example, as mentioned earlier, several patients who were already ill were injected with live cancer cells in research into resistance to the illness (Katz 1972). Furthermore, the American military was responsible for giving the hallucinogenic drug LSD to unsuspecting individuals and then recording the results using hidden cameras (Sieber 1992). Several of these people subsequently became mentally ill from the experience and one person committed suicide.

Psychological harm

Researchers may place people in stressful, embarrassing, and anxiety-producing situations without fully appraising them of this likelihood. Placing research participants in such stressful situations may be considered harmful in some eyes. For example, Hammersley and Atkinson (1995) raise the prospect of research on terminal illness and the impact that this may have on those who are dying as well as their friends and relatives. Simply asking someone to take part in a questionnaire-based study by approaching them in the street may create anxiety or put pressure on highly sensitive people. The actual questions asked may also cause distress and offence.

Zimbardo’s (1973) research provides a classic case of a project that placed its research participants in a highly stressful situation. This was an experiment that took place in a simulated prison environment. Volunteers signed up for two weeks during which they were told that they would be under surveillance and would have some of their civil rights suspended, but that no physical harm would come to them. The participants were divided into two groups – ‘guards’ and ‘prisoners’. The ‘prisoners’ were dressed in standard uniforms and referred to only by their prison number, and the ‘guards’ were given militarised uniforms, truncheons, and reflective sunglasses. The two groups were then asked to act out their respective roles. However, the experiment had to be abandoned after six days when both the ‘guards’ and ‘prisoners’ significantly over-identified with their roles. The ‘prisoners’ became passive and disorganised and the ‘guards’ became aggressive and threatening.
Harm through publication

The SRA’s statement of Ethical Guidelines (SRA 2003, p.17) recognises that ‘all information … is subject to misuse and no information is devoid of possible harm to one interest or another’. For example, a particular district may be negatively stereotyped by an enquiry that finds that it contains a very high incidence of crime. Similarly, publication of research findings may affect both the public reputation of individuals and their material circumstances.

At stake here is not whether the information published is true but what implications the publication carries. Of course, it should be recognised that who the publication of research findings harms is a highly contentious issue. Critical social researchers may well argue that causing harm to powerful interests in capitalist societies is a valid goal of social research (see Chapter 2).

Harm to the researcher

While researchers need to pay due attention to protecting their research participants from harm, it is important to remember that the course of research can place the researchers themselves in harmful situations. Thompson (1967) got beaten up by the Hell’s Angels he was studying because he refused to pay them any money for the privilege of observing their violent activities; Yablonsky (1968) was threatened with violence in a commune; and Schwartz (1964) was attacked verbally and physically during his study in a mental hospital when seen as a ‘spy’ by both patients and staff.

Harm to the research profession

Another aspect of harm that needs to be considered is the harmful implications that the conduct of research may have on one’s own profession itself. All researchers ought to be aware of the obligations that they have to their fellow researchers. If the process of the research is found to be objectionable or the publication of research is held to be damaging, then future research is likely to be denied. Hammersley and Atkinson (1995, p.275) remind researchers that they have an ethical obligation not to ‘spoil the field’ in this way. The research of Reiss (1971) (reviewed earlier in this chapter) has been criticised for jeopardising the future of further research studies with the police owing to the distrust that has been generated.

Associated with the question of causing harm to the research profession itself is the controversial issue of the individual researcher’s obligation to obey the law. The reputation of social research is brought into question where a researcher breaks the law in the course of her or his research. Once again, the various codes of ethical
research practice are quite clear on this point, maintaining that social research does not stand above the law. However, some researchers argue that once engaged in research the issue is far from clear. Douglas (1976) rhetorically asks:

- To what extent does a researcher’s inaction condone illegal activities?
- If a citizen can assist the police, do they have a moral obligation to do so?

Similarly, Adler (1985) talks explicitly about gaining ‘guilty knowledge’ in the process of her research into drug dealing communities on the West Coast of America. This includes:

Information about crimes that are committed … guilty observations, by being present at the scene of a crime and witnessing its occurrence … guilty actions, by taking part in illegal behaviour ourselves. (Adler 1985, p.27)

This is, indeed, a very important area for consideration, particularly where action research is being pursued.

For example, the situation might arise where a social worker is interviewing adult clients and during the course of an interview it becomes apparent that one of the research participants is involved in paedophile activities. In such a situation the researcher will need to make a judgement that will be informed by:

- The relevant ethical code of conduct.
- The researcher’s commitment to the confidentiality of the research participant.
- The demands of the organisation for whom the researcher is working.
- The pressure to inform the police of illegal activities.
- The researcher’s own personal sense of what is ‘right’ and what is ‘wrong’.

Such a decision would be an extremely difficult one to take.

### Activity 4.2 Protecting research participants from harm

You want to study why it is that some children are frightened of the dark and others are not. In order to do this, you decide to carry out a controlled experiment exposing children to such situations. Make some notes on what you consider the main ethical issues to be. For example, to what extent are the children being placed in harm? Are the children able to understand all of the implications of the procedure? Are they able to give their informed consent to the research? Is there any coercion involved in the experiment? How might you deal with any anxiety that may result? (Adapted from Graziano and Raulin 1997, p.287)
Confidentiality and anonymity

These two terms are often used interchangeably, but they do have quite distinct meanings. Confidentiality is an active attempt to remove from the research records any identifying features of the research participants, and anonymity means that those who participate in the research remain nameless.

Both of these terms are connected with separating an individual’s identity from her or his responses. Anonymity ensures that a person remains nameless and unidentifiable. Confidentiality means that the researcher holds the data in confidence and keeps it from public consumption. A researcher may provide one without the other, but they usually go together.

Anonymity

It is important to take any precautions that are necessary to protect the identity of the people who take part in your research. Thus researchers commonly use pseudonyms to prevent research participants from being individually identifiable.

However, researchers need to be more conscientious than simply changing people’s or organisation’s names. The inclusion of geographic locations, workplaces, and other characteristics can often be used to identify people. For example, although Holdaway (1982) used pseudonyms for the police stations in which his research took place, he left many other details unchanged. As a result, it was easy to identify his research as being conducted with the Metropolitan Police. Evidently, researchers should not give assurances that cannot be fulfilled.

Cavendish (1982), on the other hand, provides a model example where a researcher has taken every precaution to ensure that the research participants would not be identified on publication of the research. In her study of working women in a factory, she changed all the names of the individuals involved, used a pseudonym to ensure that the company was not identifiable, invented a name for the workers’ trade union, changed the location of the factory, and made up a product that was different to the one that the company actually made.

With qualitative research it is almost impossible to assure a potential research participant anonymity given the close proximity between the researcher and the research participants. In these instances it will be necessary to assure people a high degree of confidentiality.

Confidentiality

Having granted anonymity to the research participants, the researcher must be prepared to protect their identity and any information that arises from their participation in the research. This is what we mean when we assure people of confidentiality.
Guba and Lincoln (1989, p.236) argue that people have a right to control the information relating to them and that researchers ought to recognise this:

When participants do not ‘own’ the data they have furnished about themselves, they have been robbed of some essential element of dignity, in addition to having been abandoned in harm’s way.

In the majority of cases, maintaining confidentiality is relatively uncontentious. However, this may not always be the case. For example, what happens when, in the course of the research, a research participant informs you of something that implicates that participant or another person in illegal activities? If you become aware of a crime that is about to take place are you bound by your pledge of confidentiality to the research participant or your law-abiding duty as a citizen to inform the police?

It is quite common for researchers to assure their research participants that anything discussed between them ‘will be treated with the strictest confidence’ without reflecting on the full implications of this statement. For example, while carrying out research on police reporting methods, Van Maanen (1979) witnessed a variety of illegal procedures, among them seeing police officers beat people. Even though he had given an assurance of confidentiality, Van Maanen decided to publicise his findings (in the name of wider justice) rather than maintain the confidence of the police.

A contrasting case is reported by Neuman (2000, p.453) of a sociology doctoral student who was jailed for 16 weeks after he refused to testify on the illegal activities of a radical animal rights organisation with whom he was conducting research. The judges refused to acknowledge his plea that he was bound by his assurance of confidentiality.

Another aspect of confidentiality that needs to be considered is that which relates to records that exist prior to embarking on one’s own research. This is obviously an issue that arises when carrying out research based on documentary data. Researchers may well wish to gain access to confidential records held on patients in hospitals, children in schools, or clients of a social services department to aid them in their research. However, while the institution itself may grant access to such files, it would be unethical for a researcher to use these documents without the consent of the individuals involved.

The assurance of anonymity and confidentiality is something which researchers should seek to maintain throughout the entire research process. The time at which this assurance is at its most vulnerable to being compromised occurs when it comes to placing research in the public domain. This issue is dealt with in Chapter 9.

Privacy

It is important to remember that social researchers do not have a special right to study people. In everyday life we draw distinctions between public places such as
parks, libraries, and the high street, and private places such as people's houses. In the scope of social research, what is public and what is private is rarely so clear cut. Indeed, many very highly experienced researchers find themselves unable to establish hard and fast rules. Hammersley and Atkinson (1995, p.267), for example, pose the question 'is talk in a bar public or private?' while freely admitting that the answer to such a question is far from easy and 'depends on one's point of view'.

According to Ruebhausen and Brim (1966, p.432), the right to privacy involves:

The freedom of the individual to pick and choose for themselves the time and circumstances under which, and the extent to which, their attitudes, beliefs, behaviours and opinions are to be shared with, or withheld from others.

Do individuals have an absolute right to privacy or is this overridden by the search for knowledge? This, of course, is the central question that lies at the heart of the controversy over research ethics – the debate between those researchers who contest the respective rights of the individual when counterpoised against the prerogative of science.

Marsh (1982) suggests that privacy is the major ethical issue to be confronted in survey research. While it is relatively easy to identify those questions that are liable to be seen as an invasion of most people's privacy – things such as sexual behaviour or personal relationships – many less contentious questions may also be seen in an unfavourable light by some people. For example, survey questions concerning standard socio-demographic variables such as age, income, and marital status may be regarded as an invasion of privacy.

Issues surrounding privacy are very complex and involve many subtleties, including the manner in which research is carried out and the relations that are established between the researcher and the research participants. As Cassell (1982) points out, people can feel wronged without being harmed by research. This may happen if they feel that they have been treated as objects of measurement without respect for their individual values and sense of privacy. (For a detailed overview of the impact of the Data Protection Act 1998 and rights to privacy, see Townend 2000, pp.113–21.)

Power relations between researcher and researched

The various issues that have been reviewed in this chapter so far have raised a number of highly contentious questions concerning power and politics in society and the way in which this impacts on the course of research. Indeed, many of the issues that are the focus of consideration can, and are, seen in a different light depending on the contrasting views with regard to the kind of society that we live in. Against those who advocate a clearly defined ethical path of research (Bulmer 1982) are ranged other researchers who suggest that such unequivocal statements are not possible given the deficiencies that are evident in western democracies (Douglas 1976).
However, while the greater focus has been on the way in which politics and power intervene in the research process at the societal level, it is also the case that they impact at the individual level. This is manifested in the choice of research participants and the unequal relations that exist ‘in the field’.

**The focus of research**

It is often the case that research takes place among fairly powerless segments of society. The focus of much social research in recent times has been on those people who are seen to be marginalised and disadvantaged in society such as ‘deviant’ youth, people who are unemployed, homeless, in poverty, or suffering drug or alcohol abuse (Kelman 1972). This is often justified in terms of the good that comes of the research, in ‘helping’ people with identified social problems.

However, it is argued (Berg 1998) that the lack of political, social, and financial power experienced by those such as homeless people means that they have far lesser means by which to protect themselves from the investigations of researchers than do powerful elites in government, business, or the military. See, for example, the case made by Stavenhagen (1993) in Chapter 3, where a comparison is made between the power of different groups to resist being the focus of research.

**Exploitative potential**

Researchers also need to consider the ethical implications of power, authority, and influence within the research process in the relationships that are formed during research. Although equal relations may be intended – especially in qualitative research (Mies 1993) – it is hard to escape from the subtle persuasive influences that permeate the research process, making the reality of research relationships far less equal than might be intentioned (Mason 1996).

The potential for such inequalities to arise is far more likely in those situations where researchers are ‘studying down’: that is, carrying out research on those who are in some way less experienced, more vulnerable, or open to exploitation. This may be the case when carrying out research with, for example, people with mental health problems, children/young people, the victims of physical/sexual abuse, homeless people, and so on.

**Relations with the sponsors of research**

There are many potential sponsors of research with an even wider diversity of interests. Those who sponsor research often do so because they are seeking some
form of ‘evidence’ with which to pursue their particular interests. It is also quite common for such sponsors to enter into negotiations with researchers from a position of strength. Thus, a motoring organisation may sponsor a study with the intention of defending the use of the private motor car. At the same time an environmental organisation may sponsor a study that, it hopes, will demonstrate the harm that cars bring to society. Although this is a hypothetical example, there are plenty of instances where such clashes do occur with the contestants calling upon scientific research to illustrate and confirm their particular interests and campaigns.

What, if any, constraints ought to be placed on research by a sponsor who provides the financial and material resources to enable the research to take place?

The SRA specifically warns social researchers against accepting ‘contractual conditions that are contingent upon a particular outcome from a proposed inquiry’ (SRA 2003, p.19). In this respect, it is important to agree the details of publication and dissemination at the outset of a research project. This may prove to be of great value if your findings are in any way contrary to the interests of the sponsor, with the sponsor then deciding that it does not want to release the results.

Wherever possible, researchers ought not to accept research from a sponsor who has requested that their findings will need to be vetted prior to publication. Indeed, it may be advisable to ensure that the contract for the research is written in such a way as to preclude such a censor role for the sponsor. Other questions that will need to be considered when entering a contract for research are:

- What if the sponsor insists on a method of data collection that the researcher considers inappropriate or invalid?
- What if the sponsor insists on asking certain questions in a study or asking them in particular ways that the researcher considers leading to biased results?
- What if the sponsor wants to hide its support for the study thus denying potential research participants full information on which to decide whether or not to participate in the research?

**Activity 4.3 Relations with the sponsors of research**

You have been awarded £50,000 by a large sponsor of social research to conduct research into the characteristics of young people who commit crime. You are told that the results of your research will be used by the police, social, and probation services in ‘tackling’ offending. Make some notes outlining the ethical dilemmas that you would be likely to face in conducting this research.

(Adapted from May 2001, p.61)
Power relationships with external agencies and vulnerable groups

As social researchers, our concerns are with the things that make up the social world: the people and organisations that form society, and the structures within which these operate. With this in mind, it is important to recognise the place that politics and values have for both the participants of our research, and the agencies with which these people are connected. When considering research participants, we must recognise that:

People who are the objects of research interest – by funders, policy makers and researchers – are predominantly members of socially disadvantaged groups. Advantaged groups, by their nature, are not commonly available for critical scrutiny; they are protected from research by powerful majority interests. But other groups of people come into designation as problems, as threats to the social order, so warranting intervention to restore harmony; or they are variously identified as socially, economically or politically disadvantaged and in need of help or redress. (Hood et al. 1999, p.1)

In these ‘problem’ or ‘disadvantaged’ groups, we might place such people as offenders, the unemployed, teenage mothers, children, ethnic minority groups, the disabled, and so forth. Such generalisation about these groups being either problematic or disadvantaged may seem somewhat crude, until we consider the agencies that exist to service these groups. The probation service exists to ‘deal’ with offenders by assisting their transition back into society. Teenage mothers receive extra advice and guidance from social services based on the particular circumstances of being a young mother, not usually afforded to older women. Schools are a dominant force in the lives of children, and the Immigration and Nationality Directorate oversees issues which concern those seeking British citizenship.

There is an assumption underpinning these agencies’ existence that the people that use their services are in need of help. The position the agencies hold, as givers of support and guidance, regardless of how well intentioned they may be, is one of power. There is a reliance upon these agencies by the vulnerable people they are set up to help, and this is a particular kind of relationship which we must be aware of when carrying out research with such groups.

When researching vulnerable people, it is often such agencies that we call upon in order to access our research participants. In doing so, we are making use of a gatekeeper, upon whom our participants depend. If we were to carry out research on homeless people, we may wish to access our participants through a housing association which provides beds in hostels, food, and support to help people find homes. This is a useful way of gaining access to an otherwise hidden group of people, and the opportunities that it may open up through snowball sampling are good reasons to use this pathway. However, when an agency such as this is acting as an intermediary between the researcher and the participant, certain effects can occur as a result of the dependency the participant has on the agency.
Firstly, participants may feel an obligation to take part in the research. If approached to take part via the agency which offers them support, they may find it difficult to resist, whatever reservations they may have. This can be particularly problematic if incentives are offered, such as giving food vouchers to homeless people in return for their participation. This is, of course, true of any incentives regardless of the involvement of an external agency. There may be instances when such incentives are not so visible, however. If research was being carried out involving unemployed people, taking part in a series of interviews might be considered to demonstrate willingness to embark on voluntary projects in order to gain experience. The individual may then be looked upon more favourably as taking a proactive approach to finding work, which in turn might result in more lenient treatment by agencies such as the employment services. This indirect type of reward for participating in research is embedded in the nature of the relationship of dependency vulnerable people can have on external agencies.

Having accessed our participants through an agency we must ask ourselves how the participants were chosen. One of the consequences of using gatekeepers to gain access to research participants is the possibility of losing control over the sampling strategy. Participants may be chosen because they are known to view the agency in a positive light, and so it is anticipated that this will be reflected in the research. Even if this is not the case, participants may feel inclined to give a positive account of the services of the agency. One way around this is simply not to include anything in our research objectives which directly deals with the services of the agency. In practice, however, this is difficult to achieve, since the agency will play such a central role in the lives of our participants. It is difficult to conceive of a research project involving children that did not tackle the issue of school at some point in one form or another, or research with offenders that did not deal with the probation service in some way.

There may be situations where access to participants via an agency is closely monitored beyond the sampling stage. Imagine we wanted to carry out a series of interviews with patients in a psychiatric hospital. We may be allowed access to such individuals on the condition that a nurse is present during the interviews. This has perfectly good reasoning behind it, in that should the participant become upset or uncomfortable during the interview, the nurse, being a professional and having built up a level of trust with the patients, would be in the best position to reassure the participant. The very presence of agency figures in the interview situation will, however, have an effect on the dynamics of the interview, and adds another element which needs to be taken into consideration when interpreting the data. The interviewee may feel unable to divulge certain feelings or views in such a situation. Ironically, the presence of agency representatives during data collection is usually in response to ethical concerns about harm to participants or researcher. However, this very presence can introduce power relations between participant and agency which may influence participants in unseen ways.

If such power relations are unseen, and manifest themselves in a dependency of participant on agency, how can we as researchers account for them? Careful
consideration of the way power is exerted over vulnerable individuals by agencies is
required if we are to understand fully the dynamics of such relations. May suggests
that:

The definition that there exists a problem will often depend on the relative power
that the people who define the social problem have over those who are defined ... Given these factors, rather than simply accepting given definitions, it is equally
valid to examine the process through which a phenomenon became defined as a
problem in terms of the power of social groups. (2001, p.52)

When carrying out research with vulnerable individuals, it is necessary to be aware
that what they tell us may be affected by social norms which have been established
by agencies in positions of power. Given that this may be the case, it is important,
as May suggests, to examine how phenomena become labelled as problems. In a
school where much emphasis is placed on academic achievement in such subjects
as maths and science, a child who excels in creative arts, but lacks interest in the sci-
ences, could be labelled as a failure. The child, being powerless against the school
as agency, is not in a position to argue for the various merits of the arts, but perhaps
shows frustration and disaffection in a tendency for truancy from maths and
science classes.

It is easy to see how this chain of circumstances quickly takes on the definition
of a ‘problem’. If we are to understand the ways in which such problems are
defined, we need to scrutinise the relationship between individuals and agencies.
This is a form of reflexivity (see Chapter 7 for a further exploration of this term).
Rather than reflecting on one’s own role as researcher and our own relationship
with research participants, we need to reflect on the presence of other external
factors which may introduce imbalances of power into the research scenario.

Reflexivity is a key analytical tool for understanding how different power rela-
tions exist, so that our interpretations of data can take these into account. Failure
to reflect on differences between the cultural norms of researcher and participant
can lead to misrepresentation. This was particularly evident in the work of Hans
Eysenck’s studies of intelligence (1971). The quantitative study made use of intelli-
gence quotient (IQ) measures in order to test a hypothesis that intelligence was
linked to race. The conclusions, which have since come up against much criticism,
suggested that intelligence was linked to race, with white individuals demonstrat-
ing higher IQ levels than black and Hispanic people. Many of the measures used
for the IQ tests made references to ideas which were firmly situated within white,
western cultural norms, thereby discriminating against the participants from other
cultures.

Quantitative approaches are often defended for being value free and objective,
although in the case of Eysenck’s study, this was clearly not the case. With qualita-
tive research approaches, which tend to be far more value laden, it is even more
important that we reflect on our own cultural norms and our relative power in rela-
tion to our participants. In doing so, it is hoped that we might minimise the prob-
lems brought about by power imbalance and misrepresentation.
As we have seen in this chapter, ethical problems can relate to both the subject matter of the research and the conduct of the research – what is researched and how it is done. There are many issues that need to be addressed if we are to ensure that we produce an ethically sound research design, as well as one that is intellectually coherent and compelling.

While it is very difficult to anticipate all that may happen during the execution of a research project, the sensitive and intelligent researcher is charged with thinking through all of the possible areas in which ethics may impinge on the research. This is something that should be done during the initial planning stages when the research project is first articulated and considered in detail.

Where possible, ethical issues should be identified and worked through, weighing the costs and benefits of particular courses of action. In this respect, Denzin (1989) emphasises that ethical considerations ought to be interwoven throughout every step of the methodology and should not be pigeon-holed – confined to a particular section of the research strategy or considered as an afterthought. However, it is evidently the case that, if done conscientiously, ‘ethical research takes longer to complete, costs more money, is more complicated, and is more likely to be terminated before completion’ (Neuman 2000, p.444).

We have also seen that there is a heated debate concerning ethical issues in research, one that is inextricably linked with the question of power and politics in the research process. The ethical implications of some of the celebrated cases that we have reviewed in this chapter, such as Humphreys (1970) and Reiss (1971), tend to be viewed differently depending on the contrasting levels of power that reside in those who have been deceived.

It is also the case that the political values of individual researchers are likely to impact upon the judgement that is made concerning what is acceptable behaviour when dealing with such groups or organisations:

The specific circumstances of a research project and the moral and political values of the researcher will inevitably have a powerful effect on the ethical stance that is taken. (O’Connell Davidson and Layder 1994, p.58)

As such, some researchers have argued that it is not possible to define a set of universally acceptable ethical principles that can guide all those who engage in research, motivated by disparate interests and viewing the social world from many different perspectives.

Many of the ethical issues that we have reviewed raise extremely complex questions that demand careful consideration of both context and principle. In reality, the literature concerning research ethics does not provide clear-cut answers to many of the ethical dilemmas that researchers will confront in the course of their research.

This is the case, for example, when the researcher is confronted with making the ‘right’ choice between the confidentiality assured to the participants and
issues of legality. Such dilemmas that face researchers in the field will ultimately need to be resolved in the process of carrying out research, balancing the search for knowledge against a commitment to ethical research.

When embarking upon research it is important to recognise other agencies that are at work which may affect participants. While an ethical code of practice provides good guidelines for how researchers can protect themselves and their participants, there will always be other factors outside the control of the researcher which need to be considered. Pressures upon participants to take part in research can lead to invalidating the research findings, as can a feeling of insubordination during the research process. Careful choice of methods which involve participants more directly in the research process can help to overcome this problem, at least in part.

When interpreting data, it is important to be aware of cultural norms which may affect how people's experiences are presented. This is particularly problematic when the researcher is dealing with unfamiliar cultures or organisations. In order to ensure validity in the research, great care must be taken in presenting a true and accurate reading of the data, in order to avoid misrepresentation.

While the literature on ethics may fall short on ready-made answers, it does act as a guide, steering a path through the complex problems and issues that arise in the process of doing research. In this respect, researchers are advised of certain fundamental safeguards against the practice of unethical research:

- That the bounds of the research are negotiated with their research participants.
- That they safeguard the privacy and identity of their research participants and settings.
- That they ensure that their research participants do not suffer harm or embarrassment from the research.
- That they carry out their research in a manner that will not preclude further/future academic research.

Chapter research task

Take the code of ethics for the professional association that is most appropriate for your research. If in any doubt, use the Ethical Guidelines of the SRA. Try and think of research examples where deception might be justified or warranted in gaining data. Are there areas where some measure of deception is justified in gaining data? Are there institutions that deserve what they get; that is, where devious means are legitimate in exposing "bad" practices? Are codes
of practice too limiting? If so, how might they be modified? Are there any issues/organisations/cultures that you would never research on ethical grounds because to do so would make you feel that you were giving them some sort of credence?

**RECOMMENDED READING**


Introduction

The idea of documentary research conjures up an old-fashioned image of a researcher digging away in a dusty archive, wading through piles of paper. Nowadays we tend to think of surveys and field research, in the form of interviews and observation studies, as the key methods of enquiry for social science researchers. However, documentary research in its various forms has a
longer history than either of these approaches – public records from ancient civilisations record some of the oldest writings in existence. Such documents describe places and social relationships at a previous time when we could not have conducted our research, or in environments to which we had no meaningful access.

Even now the existence of such documents and the place of documentary research is no less important, providing us with direct accounts of people involved in their social situations. With such research there is no intermediary to influence this account, to report it, or change it. Rather, such documents provide a first-hand account from the ‘inside’.

As Webb et al. (1984) inform us, documentary research remains a valuable research tool in its own right, and has only been eclipsed by survey research and field research because of recent changes in technology. Such changes now allow for the collection, handling, and analysis of large sets of data, and the recording of speech and interaction on audio and video tape.

In this chapter, we shall examine what constitutes a document and how social researchers classify the different types of documents that are used in the research process. We shall also look at the way in which different epistemologies impact on the use to which documents are put in the research process. This will be followed by a discussion of the general merits of documentary research before taking a more detailed look at the main documentary sources that are used. Attention will be brought to some general problems that arise when conducting documentary research.

Within this chapter, official statistics are given special attention because of their wide but often controversial usage within the social sciences. The very substantial benefits of official statistics are discussed while drawing attention to a consideration of their weaknesses. Most importantly, we shall examine the claim that official statistics often employ unexamined assumptions about social life which social science researchers may inherit and reproduce in their studies if they do not guard against them. Indeed, some critics of official statistics maintain that they are not simply social ‘facts’ but also social and political constructions, which may be based upon the interests of those who commissioned the research in the first place in order to reinforce and promote a particular ideological agenda.

This chapter will examine some of these issues and hopefully provide you with an understanding of the need to interrogate rigorously the rich seam of data which potentially documentary (and in particular official statistics) sources of data can provide.

**Doing documentary research**

At the very outset of your research you will need to ask yourself what you really want to know, as well as what the documents that you will obtain might be able to
tell you about the phenomena in which you are interested. Do you expect them to
tell you in a very literal sense about the phenomena under investigation (e.g. in the
way you might use Hansard to inform you of the number of speakers in a
parliamentary debate), or are you intending to ‘read’ them for some other purpose?
You may see them as representations of something else – as the textual
manifestations of cultural discourses (e.g. in examining the advertising campaigns
of car manufacturers). Or you might expect to be able to detect something about the
underlying norms or rules of society (e.g. by examining the manifestos of political
parties at election time).

Conducting secondary research has a long tradition within the social sciences, and
there are a number of different approaches that reflect the different epistemological
positions discussed in Chapter 1. Jupp and Norris (1993) usefully contrast three
such approaches as firstly content analysis, secondly an interpretivist approach,
and a third critical tradition including reflexive critical analysis and discourse
analysis.

Positivism: content analysis

The positivist paradigm dominated documentary analysis up until the 1960s. This
approach views documents as objective indicators of phenomena to which they
refer, and is therefore concerned with analysing the content of a document. Such
content analysis also seeks to uncover the attitudes and values of the author, and the
effects of the communication on the intended recipient. In a nutshell, it is concerned
with ‘who says what to whom and with what effect’ (Lasswell 1942, p.12).

The key characteristics of content analysis are:

- A concern with what can be seen on the page of a document or in a
  communication – the manifest content. It is not concerned with the meanings or
  intentions of the message. An example of this type of documentary research is
  the work of Platt and Kreitman (1985, cited in Hakim 1993, p.138) who used
  health service records to study patterns of attempted suicide.
- Quantitative counting. Literal meaning is measured by counting certain
  predetermined things within a document, such as the number of reader’s letters
  that are published on a particular issue in a newspaper, or the column inches
  devoted to a certain topic.
- The document itself is seen as a research resource.

The interpretivist tradition

This approach also focuses on the document, the sender, and the recipient, but with
a different theoretical emphasis. The document is viewed not as a neutral resource,
but as a social construction that represents the way some people (the people who produced the document) see the world. In this sense documents are not objective sources of information – rather they will need to be read and interpreted to bring out the evidence that is within them.

Instead of confining themselves to an examination of the literal meaning of a document, interpretivist researchers seek to understand the nature of the document itself. In this respect, the emphasis is on understanding the deeper latent meaning that must be arrived at by an interpretivist analysis.

A good example of the interpretivist approach is the work of McRobbie (1991) who studied the teenage girls’ magazine *Jackie*, as central to her analysis of adolescent femininity. For McRobbie, the importance of the magazine is not in its surface meaning, but lies in the authors’ meaning and intentions. The key to understanding the true meaning of the document is to uncover the latent messages that are hidden in the text. She found, for instance, that the magazine nourished a romantic outlook among its readership, and encouraged young girls into accepting traditional gender roles within the family.

**The critical tradition**

Like the interpretivist tradition, critical social researchers see documents and text not simply as a resource to help explain the world, but as objects of research in their own right. However, critical social researchers criticise both positivists and interpretivists for playing down the place of social structure in the generation of documents, text, and discourse. In particular they point to the key structural influence of social class relationships in capitalist society, and hold that positivist and interpretivist approaches ignore the key issues of power and ideology. (These issues have already been examined in more detail in Chapter 3.)

For example, reflexive critical researchers contend that the state’s crime control apparatus plays a central role in maintaining the existing social order by focusing on and emphasising working-class crime: the crime statistics that are produced and used by the police and courts in capitalist societies reveal the assumptions of the criminal justice system. For example, in 1995 the Metropolitan Police Commissioner, Sir Paul Condon, was criticised for suggesting that police statistics provided evidence that black people were responsible for a disproportionate share of street crime in London. Academic social researchers disputed this conclusion, claiming that Sir Paul Condon’s assertions were based upon subjective and limited definitions of street crime, and ignored economic and social deprivation variables which were more strongly associated with these crimes than was race (Campbell 1995).

Critical social researchers seek to emphasise the relationship between the document itself and the society in which it was produced. By undertaking a critical analysis of the process by which such documents are constructed, critical social researchers seek to lay bare the role that documents play in maintaining and
promoting unequal social relationships. In this way, critical social researchers use documentary analysis as part of their overall critique of capitalist social relations, and this analysis thus becomes a vehicle for changing social relationships.

This critical paradigm, which focuses primarily on the relationship between documents and social structure, class relations, ideology, and power, has evolved into what has become known as discourse analysis. Leading this movement, the French social theorist Michel Foucault (1980) treats text as a discourse that reveals the mechanisms by which power is exercised in capitalist societies.

**Forms of documentary data**

There are many forms of text-based and non-textual documents that are available to the social science researcher. Macdonald and Tipton (1993, p.188) define documents as ‘things that we can read and which relate to some aspect of the social world’.

Such documents may include minutes of meetings, law reports, transcripts of parliamentary debates, diaries, autobiographies, newspapers, photographs, songs, posters, wills, bills, maps, films, official records, and logs of decisions. Indeed, this is just a very brief list of some of the documents that have been used by researchers in the past.

**Classifying documents**

Documents can be classified according to a variety of criteria. The most common characterisations are between public and private documents, primary and secondary documents, and solicited and unsolicited documents.

**Public/private documents**

Public documents are mostly produced by governments and their agencies, and are intended for public consumption. These include such things as court and police records and newspaper reports. Webb et al. (1984) identify four types of public document:

a. Actuarial records on the public, e.g., certificates of births, deaths and marriages.
b. Political and judicial records, e.g., decisions of courts, and by government.
c. Other government records, e.g., records on the weather, hospital records.
d. Mass media, e.g., news content, editorial columns and advertising.

Private documents are those that were not originally meant for public scrutiny. These include such things as letters, diaries, photographs, and so on. Of course, it is quite common for documents that were originally of a private nature to find their way into the public domain.
Primary/secondary documents

Primary materials are those that are written or collected by those who actually witnessed the events which they describe. They are gathered first-hand and have a direct relationship with the people, situations, or events that are studied. For example, court records, minutes, contracts, letters, memoranda, notes, memoirs, diaries, autobiographies, and other reports all provide a first-hand account of a situation.

Secondary documents are those that are produced after the event which the author had not personally witnessed, and as such they provide a summary of primary source materials. Therefore, secondary documents may include materials such as newspaper articles that report the correspondence between two people, or a television programme that is based on the memoirs of a leading politician.

Hakim (1982, p.1) defines secondary research as:

Any further analysis of an existing data set which presents interpretations of, conclusions of knowledge additional to, or different from, those presented in the first report on the inquiry as a whole and its main results.

Solicited/unsolicited documents

Solicited documents are those that are produced for the purpose of research, and at the request of the researcher, for example diaries. These can be generated by you, the researcher, or by those that you have asked to generate them for you (see Example 5.1).

Unsolicited documents are those that have been produced for a purpose other than research. For example, while an advertisement is designed to encourage the sales of a particular product, it may subsequently become the subject of research itself.

All of these documents tell us something about the society, culture, or organisation in which they were produced, as well as the values, interests, and purposes of those who commissioned or produced them. For instance, Durand’s (1960) study of mortality estimates from Roman tombstone inscriptions indicated more than just about the life expectancy of Romans: it also revealed important insights as to the position of females in society:

Possibly a wife was more likely to get an inscribed tablet if she died before her husband than if she outlived him. (Durand 1960, cited in Webb et al. 1984, p.113)

Of itself, much documentary data may appear sterile, but as Webb et al. explain, it can be transformed into powerful forms of research data, provided the researcher asks insightful questions:

There is little explicit in patient records, city-water archives, parking meter collection records, or children’s readers to suggest their research utility. It required imagination to perceive the application and a willingness to follow an unconventional line of data collection. (Webb et al. 1984, p.129)
Diaries

Diaries offer a reliable alternative to interviews for ‘retrospective data’ in that they provide a direct account of events rather than one that relies on the fallibility of human memory. They can also be preferable to interviews for collecting sensitive data, where people may feel uncomfortable about talking to a researcher. Diaries are used to collect very detailed information about behaviour, events, and other aspects of people’s daily lives. They offer a view or a picture of reality from an individual actor’s perspective and may tell us several things about the way people spend their time.

There are three types of diary used for research:

1. The intimate journal is regarded as a valuable document providing an insight into thoughts, events, and feelings that are considered important to an individual. Such diaries can provide rare insights into the thoughts and feelings of a variety of people, and can prove highly valuable for collecting sensitive data on a whole range of personal and social issues such as health, happiness, social networks, crime, and alcohol and drug consumption. See, for example, the research of Coxon (1988) who used personal diaries to study the changing lifestyle patterns of people who were diagnosed as suffering from AIDS. A personal diary is a thing that is usually produced spontaneously and in private, and is not therefore usually intended for publication at the time of its writing.

2. The memoir. These are most commonly typified by the accounts of political decision making recounted by senior politicians. While these may be similar to personal diaries, they are often written with publication in mind. For example, Richard Crossman’s (1975) *The Diaries of a Cabinet Minister (1964–66)* and Tony Benn’s (1988) *Out of the Wilderness: Diaries 1963–67*.

3. A log that records events, meetings, visits, and so on. It is quite common for a researcher to persuade the research participants to keep such documents. For example, Burgess (1984, p.130) asked schoolteachers to keep diaries to obtain an account of what happened in their classes. In doing so he gained access to events that were previously denied to him (see Example 5.1).

---

**Example 5.1 A solicited diary**

I am interested in what actually happens in the course of your units with members of the 5th Year Newsom group. I would, therefore, appreciate it if you would keep this diary over the next four weeks. It would be interesting to know what the lesson is about, what members of the group say and do (or do not do). Finally, it might be useful to write up what one or two pupils (selected at random) do in the course of your lesson. If you would like to chat to me about the notes you keep I shall be interested to hear from you.

Many thanks,

Bob Burgess.
Letters

Letters are indicative of different types of social relationships – they can be ceremonial, information providing, personal, literary, business, and so on.

The classic case of documentary research that is based primarily on letters is that of Thomas and Znaniecki (1918–20) who examined Polish immigration into the United States at the turn of the twentieth century. They used letters and other documents that émigrés sent back home (including agency documents, newspaper articles, records, and reports from public agencies) to show how traditional family solidarity was maintained or altered as family members moved to the United States.

While groundbreaking, their research has been criticised in terms of the representativeness of their material. How did they get hold of it? They advertised and paid for letters from individuals, obtained newspapers when they could from isolated individuals, and visited official agencies. This raises some doubts about the reliability and validity of their data.

Autobiographies

An autobiography allows an individual to give an account of her or his own life and the events that surround it. As such autobiographies can be from people who want to ‘put the record straight’ and should be viewed with some caution.

Allport (1942) distinguishes three types of autobiography:

1. Comprehensive autobiographies that cover the main trends in an individual’s life, from earliest recall to the time of writing. These include descriptions of life experiences, personal insights, and anecdotal reminiscences, such as that provided by one of the leaders of the 1917 Russian Revolution, Leon Trotsky (1975), in his autobiography titled My Life.

2. Topical autobiographies that select a particular theme around which an individual constructs a story. These will offer a partial picture of an individual’s life. An example of this is provided by the research of Burgess (1984, pp.127–8) who asked some of his research participants in the Newsom School to keep ‘a brief autobiography on two sides of A4 paper’ for a short period of time (see Example 5.2). The autobiographies that Burgess generated allowed for comparisons to be made between the teachers’ social and educational backgrounds, their experiences, and their approach to teaching.

3. Edited autobiographies, where a researcher highlights certain areas while deleting other less relevant segments. An example of this type of autobiography is provided by Bogdan (1974, cited in Burgess 1984, p.127) who carried out one of the first studies of transsexuality.

The subject matter of autobiographies can similarly be divided into three main groups:
1. The reflections of the powerful, such as politicians. These may give you insight into how decisions are taken, such as former British Prime Minister Mrs Thatcher’s (1993) *The Downing Street Years*.

2. The lives of the rich and famous celebrities.

3. The life experiences of ordinary people. For example, Ellen Kuzwayo’s (1985) *Call Me Woman* provides an account of a black woman in apartheid South Africa. Such autobiographies are less common owing to a lack of interest by publishers.

**Visual Documents**

These can include a very wide variety of materials such as photographs, advertisements, posters, films, architecture, and so on. For example, there is a very rich photographic archive of the twentieth century that charts the many and various wars, revolutionary struggles, discoveries, cultural highpoints, and unforeseeable events that have taken place over the past 100 years (Bernard 1999).

However, we should always be aware that the old adage that ‘the camera never lies’ is somewhat out of date (Becker 1974). For example, Stalin famously airbrushed Trotsky out of pictures of the Russian Revolution (Macdonald and Tipton 1993, p.193). We should also be aware that in contemporary times, computer-generated and modified images make it difficult to know what is actually ‘real’.

---

**Example 5.2 Solicited autobiographies**

As part of my research I am interested in the kind of things you have done before coming into teaching, your teaching experience and the work that you do now. I am also interested in your contact with the 5th Year Newsom pupils. In writing about these things on the attached sheet, the following suggestions might help: The people in your family – the work they did, the area they lived in, their religion. The schools you went to and what you did at school. The college or university you went to and what you did. Anything you have done other than teaching. The places you have taught. Your work in McGregor and your contact with the 5th Year Newsom pupils. I hope this will help – if you would like to chat about this I shall be interested to hear from you.

Many thanks,

Bob Burgess.

Source: Burgess 1984, pp.127–8
Activity 5.1

Thinking about all the documents you have read about so far, list five different documentary sources that you could use specifically for researching the issue of employee absenteeism.

Problems and issues in using documents

It is important to be aware of a range of potential problems involved in using documentary data in research. These include what are termed selective deposit and selective survival, both of which are concerned with ‘missing’ data that can invalidate findings if the researcher is not sensitive to both its extent and to its implications (Webb et al. 1984).

Selective deposit occurs where only an unrepresentative selection of documentary data is stored. For example, this often happens in relation to official statistics:

1. Crime statistics – the official measurement of domestic violence and many sexual offences underestimate the actual rate of such crimes, as many cases are not reported to the police, and therefore are not included in published statistics.
2. Census data, such as the effect that was produced at the introduction of the ‘poll tax’ in Britain in the 1990s. When this happened many people in lower income groups decided not to register in the 1991 Census for fear that they would be traced and prosecuted for non-payment of their ‘poll tax’.
3. Suicide statistics – only a quarter of suicides actually leave a suicide note, so it is not possible to gain a definite account of why the suicide took place.

Selective survival involves an editing process, which more often than not is governed by the values, perspectives, and assumptions of those who are in a position to decide what should and should not be made available to researchers. These processes are social in character, and involve decisions being made which may have detrimental consequences for the research if the researcher is unable to identify and acknowledge the bias that may be associated with the data. In such circumstances, the ability to estimate from the data may be limited by such problems.

When conducting documentary research, it is important to ask yourself whether the document is the real thing, or whether it may have been innocently, carelessly, or deliberately changed or falsified by someone in the process of its production or reproduction. Platt (1981) suggests that you ask a series of questions to determine whether the material that you are using is trustworthy and representative or whether it is atypical, or has been significantly edited or refined:
Official statistics

The most obvious source of documentary data for research purposes is in the form of government-produced official statistics, such as the national census, as well as various reports detailing demographic, social, economic, business, and political trends. Thus, the Census, the General Household Survey, the Family Expenditure Survey, Regional Trends, and the many other government statistics are major sources of data on crime, employment and unemployment, housing, health and illness, and birth and death rates to name just a few areas.

These figures are collected and produced by official agencies, chiefly agencies of the state, such as the various departments and ministries of central government, as well as the British government’s own Office for National Statistics (ONS). However, such data is also collected by other official organisations in Britain including local authorities, regional health authorities, local education authorities, and Training and Enterprise Councils.

Activity 5.2 The range of official statistics

Take a brief look at the National Statistics web site, at <http://www.nationalstatistics.gov.uk/>

Within the site you can access resources and statistical data under a number of different categories. At the time of writing, these are:

- Agriculture, Fishing and Forestry
- Commerce, Energy and Industry
The British Census

Undoubtedly, the largest statistical operation conducted within Britain (and probably the most frequently used source of official statistics by the British social science community) is the decennial Census of population, carried out by National Statistics. The Census has been conducted every 10 years since 1801 – the last in 2001. It is a vast undertaking, covering 20 million households in the country, at a cost of £140 million in 1991, and £259 million in 2001.

It is a population count of the entire number of people in each area of the country (census districts), the number of men and women (together with their marital status and ethnicity), of particular groups such as children, teenagers, retired people, and so on. It also includes specific population characteristics such as people’s occupations, qualifications, housing tenure, car ownership, and many other variables.

As the Census is legally compulsory to complete, it is therefore seen as an authoritative source of data for planning purposes. It is used in the fields of housing, health, and other local services, the planning of future spending, welfare provision and pensions, and by the British academic community.

However, the Census is not without its problems. As such a large-scale operation, it is subject to certain inaccuracies and data errors:

- The information it contains covers a 10-year period, yet becomes out of date comparatively quickly as people move homes, change jobs, and make other life changes on a regular basis.
- Some people are inevitably double-counted (the 1991 Census states that ‘People staying temporarily with the household are included’, and these temporary
persons may earlier or later be counted at their permanent residence) while some others may be missed entirely.

- Very importantly in the field of policy, its deficiencies mean that it is often difficult for policy-makers to forecast accurately the resource needs of communities and regions.

‘Unofficial’ sources of statistics are far more wide ranging than official statistics. They include regular studies such as media viewing figures, and one-off studies designed for a specific purpose. These are likely to appear within the publications and reports of various bodies such as the Low Pay Unit, trade unions, charities, and so on. Increasingly, they are available through the various higher education funding councils such as the Economic and Social Research Council’s data archive at Essex University:

<http://www.data-archive.ac.uk/>

### Activity 5.3 Unofficial statistics

List three different types of unofficial statistics. Write brief notes on (a) why you think they are produced and (b) what you think they are used for. When you have done this, look back at Activity 5.3 and note any differences that are apparent between these ‘official’ and ‘unofficial’ sources.

### Advantages and disadvantages of official statistics as a research source

#### Advantages of official statistics as a research source

There are several major benefits that official statistics hold for social researchers:

- There is a great wealth of information available on a wide range of social, political, and economic issues.
- Much of the information that a researcher might want is readily available.
- Many of the government’s official statistics are available to the researcher without cost through university or public libraries, or on the Internet.
- The government’s official statistics are collected by technical ‘experts’ at the ONS (and elsewhere) who are highly skilled in their jobs, thus suggesting a high degree of proficiency.
- Official statistics data sets are often very large, enabling detailed analysis of sample subsets. Hence it is possible to get representative samples of numerically
small populations that in normal circumstances you may have difficulty in obtaining a sampling frame. Such groups may, for instance, include cohabitees, one-parent families, the elderly disabled, and so on.

- Sometimes official statistics may be the only source of information that is available for particular topics. This would be the case, for example, with the retail price index.
- Because official statistics are collected systematically over time, and usually across the whole country, they permit comparative analysis in terms of:
  - time – enabling the measurement of change, such as fluctuations in crime levels, or changing patterns of share ownership;
  - ‘before and after’ studies that monitor the impact of particular policy changes, such as the introduction of CCTV in specified areas, or curfews for young people;
  - different socio-demographic groupings based on gender, age, occupation, and so on, such as hours of training at work, or variations in levels of pay;
  - geographic areas, for example by examining the allocation of the National Lottery’s Board grants to different regions of Britain.

**Disadvantages of official statistics as a research source**

However, while official statistics provide the social science researcher with a wealth of readily available data, caution needs to be exercised in relation to a number of points:

1. Official statistics are collected for administrative purposes to suit the needs of politicians and bureaucrats, not for social researchers. They may therefore be limited or shaped in particular ways not always suitable for particular research studies to be undertaken by social scientists.

2. Official definitions are often non-sociological. Thus crime figures are based on reported cases of law breaking; social scientists might be interested in broader definitions, including crimes not always reported to the police, such as racial abuse or domestic violence.

3. Official statistics often do not cover areas of interest to social science researchers, or are presented in ways that are unsuitable for research purposes. For example, official statistics on health and illness may be available on a regional basis only. They may not, therefore, be appropriate for social researchers who are interested in making comparisons between different socio-economic groups.

4. Comparison across different official statistics sources is often difficult, because they are often collected on a different methodological basis. Therefore, where, for example, different sampling methods have been used, comparison between these samples would not be methodologically sound. It is also not uncommon
to find key analytical concepts measured in different ways across studies. Thus social class may be defined using the Registrar General’s social class schema in a study of crime, but by socio-economic group in research on housing issues, resulting in incompatible data sets.

5. In practice, official statistics rarely provide complete coverage of the population, and under-enumeration occurs. Though this may be small in terms of percentages, the effect can be a significant one and can have adverse consequences for the use of the data (e.g. in the allocation of public monies to localities).

6. There is a tendency for official statistics to become outdated quickly, given the extent of the usual time lag between collection and publication of results.

7. A substantial amount of official data is quantitative, with virtually no figures on public opinion or attitudes. Instead, statistics are usually of a ‘factual’ nature. This is not necessarily a problem, but it may be an issue for the researcher.

8. There is a strong reliance on the survey method, which entails difficulties in terms of sampling error, the limitations of structured questionnaire formats, and standardised pre-coded questions, and possible interviewer bias. (These, and other issues connected to survey research, are explored in detail in Chapter 6.)

Theoretical criticisms of official statistics as a research source

There are then a number of practical problems involved with employing official statistics in research, but there are also a number of more general theoretical problems associated with them that have been highlighted by critics.

According to critics, much of the problem with official statistics arises precisely because they are official. This reflects the fact that only the state has the capacity (the economic resources and political authority) to collect large quantities of information on a national scale. Because official statistics are generated by the state, it is relatively easy to slip into the view that they are somehow an authoritative and neutral source of information, a view summed up in the phrase ‘stats are facts’ – that they are a clear representation of the external social world. Hence, if one wishes to know the British ‘crime rate’, then official crime statistics will reveal the full extent of this.

This view is fairly widespread within the social science community, but is one that some critics see as highly problematic. Irvine et al. (1979), in their collection of articles ‘Demystifying Social Statistics’, have presented a critical analysis of the collection and construction of official statistics from a radical perspective. They claim that official statistics are not just neutrally gathered, authoritative summaries of the social, economic, and political world. Rather, official statistics are socially constructed in various ways, and reflect the assumptions and interests of particular dominant groups in ways that combine to reinforce the status quo within society. They describe official statistics as ‘social products’, which perform an ideological role within society:
Statistics do not, in some mysterious way, emanate directly from the social conditions they appear to describe, but that between the two lie the assumptions, conceptions and priorities of the state and the social order. (Government Statisticians’ Collective 1993, p.163)

Two major criticisms have been levelled at central-government-generated official statistics. These are firstly that:

The nature of the modern capitalist state and the significance of official data for its operation determine the range, volume and orientation of the official data produced. (Irvine et al. 1979, p.6)

Thus, for instance, the British government changed the definition of unemployment on over 30 occasions between 1979 and 1991, and its critics argued that this was done in order to create the impression of falling unemployment. It did this by excluding from the statistics married women, school-leavers, part-time workers, and so on. The result of these changes was to reduce the actual level of reported unemployment for Britain in all but one case (Macdonald and Tipton 1993, p.189).

Irvine et al. are, however, at pains to point out that deliberate political falsification is rare. More common is non-publication, delay of publication, misleading commentaries on figures, and so on. They claim, for example, that only the most presentable figures will be highlighted.

At a second level, critics claim that the statistics that are published often have certain assumptions built into them that reflect the views and interests of dominant groups within society – a power elite that is usually white, male, and middle class. Thus Oakley and Oakley (1979, p.173) maintain that:

Sexism may enter into the production of official statistics at (various) level(s).

Including the topics chosen for analysis, the concepts used to present the statistics, the data collection process, the processing and analysis of figures, the presentation of figures, and the classification of women’s social class.

**Is it possible to use official statistics in research?**

While many critics have drawn attention to important problems and issues that need to be addressed when using official statistics (and other documents) in research, few would argue that they should be rejected wholesale. Bulmer (1984), for instance, claims that while there may be flaws in the way in which unemployment figures are collected and disseminated, they still have meaning, and important uses can be made of them despite their deficiencies and limitations.

Many social science researchers conclude that for research purposes, published statistics can and should be used in a critical and informed way.
There are, however, a number of important questions that might be asked of official statistics when used in research, although it may not always be possible to answer all of them! These include:

1. What is the source of the data? Is it a reputable and authoritative source – are the figures and conclusions likely to be reliable and trustworthy?
2. Who commissioned or sponsored the statistics? What purpose lay behind the collection of the data? Is there any likelihood that the figures have been manipulated or distorted in some way, or have they been collected to support a particular case or argument?
3. What has influenced the selection of the areas chosen for investigation?
4. Are the figures accurate? As far as you are able, you should check them for any possible errors, omissions, or distortions. Are particular findings being exaggerated to emphasise a particular interpretation? Have charts or graphs been distorted to make findings appear more impressive than they really are?
5. Are the figures valid? This is perhaps the most important question. How are the concepts defined? Do they really represent what they are purporting to measure? For example, is the social class of women measured by reference to their own circumstances, or that of a male spouse’s? How adequate are the definitions used in the research (say of social class)? Are there implicit assumptions built into such data?
6. How was the data collected? What method was used, and what problems were encountered? (Was the data collected via a sample survey or a record-keeping form or a census?) What can you find out about the appropriateness of the sampling strategy that was employed?
7. Are the interpretations and conclusions that may accompany the data supported by the actual statistics? Check that any such argument makes sense, and is properly based on the findings, rather than mere opinion or conjecture.
8. How are the figures presented and analysed? Are they in the most appropriate form for research purposes? For example, are graphs employed when full tables of the data are needed?
9. Is there any significant omission of data? Check why any information may have been missed out. Would inclusion of such data have altered the final picture?

**SUMMARY**

This chapter has reviewed the wealth of documentary material that is available to social researchers. Indeed, many of the documents that we have discussed are resources that we might not previously have considered to be likely sources of research data. The wide range of documents that exist in society provide a rich seam of data that can be used in the process of research.

We have also seen how the documents that have been reviewed in this chapter may be approached and used in very different ways by researchers who come
from a variety of different research traditions. Such backgrounds may influence researchers to ‘read’ the document in a literal, interpretive, or critical manner.

In assessing the role that documents can play in the research process, we have looked at the strengths and weakness of different types of documents. While some of these are specific to the type of document, there is a general set of issues that need to be addressed when carrying out documentary research.

In each case, where a document is used for the purpose of research, it has been noted that care needs to be taken to think about the possible limitations of those particular documents. While documents may provide the researcher with a valuable source of data that might not be otherwise obtainable through qualitative means (such as depth interviews and observation studies) or quantitative methods (such as surveys and experiments), a great deal of care and attention needs to be taken when employing them for research purposes. In all instances it has been seen how important it is to ask some very important questions of the documents that you want to use.

However, while it is the case that you will want to interrogate the documentary data to establish their trustworthiness and representativeness, this in no way suggests that documents cannot be put to very good use by the reflexive researcher.

Chapter research task

For this task you are required to use documentary sources to ascertain how much ‘poverty’ there was in Britain in 1981. Furthermore, you should go on to compare your findings for 1981 with the situation in 2001.

To answer the above questions you will need to search those official statistics that are available in libraries and on the Internet. The aim is to provide a general figure for overall poverty. A good starting point would be to begin by consulting the general literature to get an idea of the different ways in which ‘poverty’ can be understood before you attempt to measure it. Once you have done this you may want to use the following points as a guide:

1. How is the concept (in this case, ‘poverty’) defined (or technically speaking, ‘operationalised’)?
   (a) Were there different ‘levels’ of the concept? (For example, if you used Unemployment as a proxy variable, did you need to define it at all? Who is ‘officially’
included in this category, and perhaps just as importantly, who is not?)

(b) Were there different ‘dimensions’ of poverty? (For example, is poverty just about how much money people have? Or is it about other issues such as homelessness, or is it about issues to do with relative poverty?)

2. Were there any ‘holes’ or omissions in the data?

3. Is it possible to achieve different quantities of poverty from different statistical sources? For instance, are the Census figures and those reported in Social Trends the same? If not, why do you think that might be the case? Might it be because different methods are used?

4. How are the indicators of poverty actually developed?

5. What difference does it make to the quantity of poverty you derive if you measure either absolute poverty (say those on supplementary benefit) or relative poverty (say numbers of people living on less than half median male earnings)? Do you have a preference, and if so why?

6. What are the general issues (and problems) raised by using your chosen sources of documentary data for measuring poverty?

7. How has the data been collected (by survey, or by some type of census)? What do you consider to be the strengths and weaknesses of the method(s) chosen?

8. Is the data (a) reliable, and (b) valid?

9. How complete are the findings on, say, unemployment and homelessness (or whatever dimensions of poverty you chose)?

10. What general impressions do you have of your data?

---

**RECOMMENDED READING**


Introduction

Quantitative approaches are typically associated with positivist perspectives in social research. Hammersley (1993a, p.39) provides a useful definition of this approach:
The term ‘quantitative method’ refers in large part to the adoption of the natural science experiment as the model for scientific research, its key features being quantitative measurement of the phenomena studied and systematic control of the theoretical variables influencing those phenomena.

Thus, the logic of such research is to:

- collect data using standardised approaches on a range of variables;
- search for patterns of causal relationships between these variables; and
- test given theory by confirming or denying precise hypotheses.

The methods employed in this type of quantitative social research are most typically the sample survey and the experiment, a method that is particularly popular in psychological research.

The sample survey is the most commonly used technique for gathering information, whether by quantitative or qualitative means. Surveys are based on using statistical sampling methods. By taking a representative sample from a given population and applying a standardised research instrument in the form of a structured questionnaire, surveys enable descriptive and explanatory generalisations to be made about the population in question.

Quantitative approaches differ from qualitative approaches in a number of important respects, and these are discussed in detail in Chapter 1. Importantly, there is a relatively high degree of pre-conceptualisation associated with quantitative-based studies. Adopting the theory-then-research approach (as reviewed in Chapter 3), researchers working within this tradition will have certain a priori assumptions about:

1. Exactly what research questions to address, and how these should be formulated.
2. How the study should be designed (including which research tools to use, how data collection is to be organised, and the intended methods of analysis).
3. The range of likely findings to be expected.

This approach contrasts sharply with qualitative approaches which, as we have seen, are typically involved in exploratory research, in which the objective is to open up a research question. Here, the research strategy is guided by the reality of conducting a research project. Decisions about how a qualitative-based research study is to progress often take place during the course of the research itself, rather than before it has begun.

In this chapter, we shall look at the use of both experiments and sample surveys, some of their advantages and disadvantages, and the issues that arise by their use. Design issues and techniques in experiments and sample surveys will be reviewed (types of methods used, differing sampling strategies, and so on), together with an overview of the debate concerning the legitimacy of these quantitative methods within the social sciences.
We shall also take a look at the opinion poll as an example of an application of the general sample survey method designed for uncovering peoples’ political values and orientations. In particular, we shall consider the role and effectiveness of political opinion polls at recent British electoral contests, in order to develop insights into the value of the sample survey method for researchers.

**Experimental research**

Experiments are most commonly used in psychological research and in the broad field of business studies in the form of action research. Experimental research is based on the researcher manipulating certain controlled conditions in order to identify the relationship between particular variables that it is hoped will explain cause and effect relationships. In seeking to measure the impact that one factor has on another by controlling all other factors that might have an effect, experimental research builds on the principles of a positivist approach to science more than any other research technique.

Experiments can be carried out in either a laboratory or a field setting. Laboratory experimentation is the most closely regulated method of experiment, involving the introduction of certain conditions into a controlled environment that stimulates key characteristics of a natural environment. An example might be examining the extent to which the responses of a group of voters to questions about political attitudes after exposure to a series of party election broadcasts might be different to another (yet identical) group’s responses who are not confronted with such images. Such experiments allow for very considerable control on behalf of the researcher who is able to effect change and observe the research participants’ subsequent behaviour.

A classic example of such a laboratory experiment is Asch’s (1965) study of interpersonal influence. Here, the experiment was designed to create conditions of intense disagreement within a group, and measure the effect of this on an individual’s behaviour. Eight participants were asked to match the length of a given line with three unequal lines. However, unbeknownst to one of the members, Asch had instructed the other seven participants to contradict this individual. The objective was to measure the extent to which this unwitting critical subject would modify her or his response when confronted by this group pressure, and move towards the majority opinion – even when it appeared obvious to the individual that the group was in fact wrong in its matching line assessments.

In this laboratory experiment, Asch was able to maintain tight control over the research environment to test the effect of interpersonal influence. Asch was able to manipulate the experimental conditions so that variables which might otherwise have influenced the critical subject’s behaviour were removed from the experiment – any change in behaviour could then be unambiguously assumed therefore to be the result of the interpersonal influence.
Experiments conducted in the field take place in a natural environment under as carefully controlled conditions as is possible. An example might be a situation in which researchers ‘stage’ a physical attack in a public place to examine people’s responses to the ‘incident’, as an investigation of bystander apathy.

Harari’s staged attempted rape was an experiment conducted at an isolated university campus, designed to measure the actions of passers-by who witnessed the act (Harari et al. 1985). Unlike Asch’s laboratory experiment, the group of researchers had little control over the situation – they were unable to dictate who the passers-by were, or exactly what these witnesses heard or saw. It therefore had low internal validity. However, as the experiment was carried out in a ‘real-life’ – or naturalistic – setting, the findings were more generalisable, and the study had high external validity. The reactions of passers-by were considered to be good predictors of the type of behaviour that members of the public would follow if they were to witness a similar rape attempt. These concepts of internal and external validity are discussed in the next section. These types of naturalistic experiment are rare these days because of the ethics of deception and lack of informed consent (see Chapter 4).

Field experiments are somewhat different. Here, experimental principles are applied to ‘live’ social events, and therefore permit the study of phenomena which ethical or practical considerations would normally rule out. Essentially, the researcher measures the effect of an intervention which is occurring naturally. Such projects, which measure variables without actually manipulating them, are often called quasi-experiments or non-experimental designs. An example might be comparison of voter turnout for local elections in two different areas, one where a new initiative has been introduced by a local authority (voting by telephone), and one where it has not. The role of the researcher will be to measure any change in the voting levels that follow from the initiative, to examine whether there is a cause and effect relationship between the two variables (which, in this case, are voting method and voter turnout rate).

**Establishing causality**

Experimental research is based on testing a hypothesis stating a relationship between a dependent variable (the variable that the researcher wishes to explain) and an independent variable (the variable that the researcher expects to explain the change in the dependent variable). If we can determine that the two variables or phenomena vary together then we can say that we have established covariation. For example, we may be able to establish covariation between personal income and political conservatism.

However, simply being able to say that a change in the level of income is associated with a change in conservatism is rather limited in terms of scientific explanation. In the majority of cases researchers will want to go beyond covariation to demonstrate causality – that a change in the independent variable causes
A change in the dependent variable. To be able to establish causality it must be possible to establish the time order of events – that the effect follows the cause!

In the natural sciences, where experiments are carried out under highly controlled conditions, the verification of causality is not particularly problematic. For example, it is relatively straightforward to determine that the application of heat to water causes it to boil. However, in the social world we are often faced with covarying relationships where causality is far from clear cut. To return to our example of income and political conservatism, it is possible to argue that either of the variables may cause the other:

- As a person’s income increases, they become more conservative in both outlook and behaviour.
- If a person adopts conservative values and lifestyle they are likely to see an increase in their income.

The chain of causality in this example is difficult to establish, even though covariation is relatively easy to identify. Even where we can demonstrate a clear covariation between two variables and we are capable of asserting that one predates the other, we do not necessarily have sufficient conditions in which to infer causality. Other variables must first be ruled out for this to be the case. For example, it would be a weak explanation of the relationship between these two phenomena that did not take into account age. It may be that a person’s age is a major determinant factor in relation both to people’s political views and the level of personal income that they are able to earn. Where a causal relation between two variables could possibly be explained by a third variable, we say that the relationship is a spurious one. Thus researchers seek to establish non-spuriousness – that causality is not violated by the existence of another variable.

**Experimental and control groups**

In conducting an experiment we use an experimental group and control group to test our research hypothesis. It may be, for example, that we want to determine the effect of a new management initiative in a particular company. We may want to see whether such an initiative leads to an increase in morale and productivity.

To be able to measure the impact of this change, it will be necessary to conduct a pre-test and a post-test. Figure 6.1 illustrates this method diagrammatically. Here, a measure (O₁) is taken of the dependent variable as a pre-test. A stimulus is then applied (the independent variable, X), and then a further measure (the post-test, O₂) of the dependent variable is taken, to determine the extent to which it has been affected by the intervention.

In terms of our example, this will involve measuring things such as morale and productivity both before and after the management initiative. In order to conclude
that the practice has had a causal effect on employee morale and productivity, it will
be necessary to note any differences between measurements. But this will not tell us
why a change has occurred, only that it has. It may be very difficult to conclude
definitively that the change we have observed was as a result of the treatment, that
is that the change in workplace practices has been initiated. It may be possible that
the observed change may have occurred as a result of any number of other factors
that may have occurred at the same time – such as a pay rise, or a change in national
employment law that confers new rights on employees.

In order to account for such a situation, it will be necessary to establish a control
group who should be as similar to the experimental group as possible in all their
characteristics. Perhaps the experimental and control groups could be made up of
different workplaces of the same company? Problems will occur if the two groups
have not been selected carefully. Any change in subsequent morale and productivity
levels may be the result perhaps of the experimental group being predominately
women, say, who might perhaps be more receptive than men to the new management
initiative.

In allocating membership of both experimental and control groups, the
researcher is able to choose between a strictly randomised method and the decision
to match the two groups as closely as possible. If the two groups are to be assigned
by matching, then the variables that will need to be taken into consideration will
vary from study to study to take account of particular contextual factors. In our
example, it would be necessary to consider factors such as work role, level, or grade
of employee, length of service, as well as the most important socio-demographic
variables such as gender, age, and ethnicity.

The control group should be subject to exactly the same experiences as the
experimental group, with the crucial exception of the treatment (management
initiative) that the experimental group is exposed to. If the two groups are assigned
with enough care and attention to ensure their comparability, then any difference in
morale and productivity levels after the retest can be held to be a result of the
management initiative. This approach is illustrated in Figure 6.2, which diagram-
matically represents the classic pre-test, post-test, two-group experiment.

Here, measures are taken of morale and productivity for the experimental group
($O_1$) and the control group ($O_3$). The new initiative is applied for the experimental
group only ($X$). After a period designated by the research team, new measures of
morale and productivity are taken for both the experimental group ($O_2$) and the
control group ($O_4$). Observations $O_2$ and $O_4$ are then compared, in order to assess
the impact of the management initiative.
Guaranteeing such similarity between the two groups is far from straightforward given the difficulty that social researchers have with manipulating and controlling an individual’s circumstances. It should be borne in mind that the laboratory conditions that are available to those working in the natural sciences can often be difficult to replicate when studying phenomena in the social world.

The steps to be taken when conducting an experiment are set out in Figure 6.3.

1. Determine the dependent variable and independent variable in your study.
2. Choose the level of treatment to be applied (i.e. what test to use, and how often to conduct it).
3. Draw a representative sample from your target population.
4. Impose as many controls as are possible on other parameters that could affect the conditions of the experiment.
5. Divide the research participants into an experimental group and a control group.
6. Pre-test both the experimental group and the control group using an appropriate instrument.
7. Expose the experimental group to the treatment.
8. Measure both the experimental and control group again using the same instrument.
9. Collect data from both the pre-testing and post-testing of both groups.
10. Analyse data to determine the effect of the treatment on the experimental group.

Issues in conducting experimental research

All experiments are subject to threats to their validity in ways that may severely detract from their findings. These are expressed in terms of threats to an experiment’s internal validity (those things that may affect whether a true measurement has been obtained using the measuring instrument) and threats to external validity (concerning the generalisability of the findings to the intended population).

Internal validity

There are a number of events and occurrences that could affect the integrity of the experiment. All of these can be limited to a certain extent by ensuring that the
experimental and control groups are as identical as is possible in every respect, with the obvious exception of the exposure of the experimental group to the treatment. However, many events may be outside of the control of even the most careful and resourceful experimenter:

1. History – events that may occur in society between the first and second measurements which could explain the change in the dependent variable. For example, in carrying out an experiment on workplace morale something may happen in the experimental group’s workplace and not in the control group’s workplace. Even outside influences such as particularly good or bad weather (most definitely outside of the control of the experimenter) may impact on the experiment.

2. Maturation – other processes that may be influenced by the passage of time between the two tests. This obviously depends on the time that elapses between the pre-test and the post-test. Where the gap is a considerable one a variety of factors, including personal life events, may need to be taken into account.

3. Mortality – this happens when some of the experimental or control group leave the experiment thus affecting the two groups’ comparability. Again, this will be a function of the length of the experiment, and will be more of an issue where the experiment takes place over a longer period.

4. Instrumentation – any variation in the test whether between the two groups or over the two tests. It will be very important to ensure that the same instrument is used for both the pre-test and the post-test. If this is not the case, then the observed difference could be the result of a variation in the measurement process.

5. Testing – the possibility that the test itself may explain the change in the dependent variable. For example, in the course of carrying out an experiment on the extent to which exposure to party election broadcasts might affect the level of people’s political knowledge, the very act of actually taking part in the experiment itself might affect people’s test score. It might get them into the ‘mode’ of being tested – perhaps by relieving any pre-test nerves, and increasing their general pre-test level of confidence. If this is the case, it is possible that any change you record may actually be the result of your conducting the research, not of showing them the party election broadcasts.

**External validity**

The main threat to external validity is that the knowledge that people are participating in a study is likely to impact on the behaviour of the research participants. If, for example, the people in the study know that you are observing them to see whether their morale has improved after the introduction of a new management initiative, they may act in a particular way deliberately. This is known as the problem of *reactivity*. They may display markedly positive or negative
reactions, depending on their disposition towards their employer. This phenomenon has become known as the ‘Hawthorn Effect’ after a research project that was carried out at the Hawthorne Works in Chicago in the 1920s where the workers in question ‘acted up’ for the benefit of the researchers. Reactivity is used as a methodological justification for using a level of deception in experimental research. As we shall see in Chapter 7, it is an issue that confronts the researcher intent on using a qualitative participant observation approach – whether to do so overtly or covertly.

Ethical issues in experimental research

Experimental research raises a number of ethical dilemmas concerning the manner in which researchers treat people. For example, some researchers may consider it inappropriate to ‘manipulate’ human beings in the same way as laboratory animals such as mice and guinea pigs are treated. An extensive discussion of the ethical implications of experimental research can be found in Chapter 4.

An additional ethical consideration in relation to experimental research is the question of including or excluding people from a study in which some may benefit. For example, an experiment may be designed to measure the effect that the introduction of CCTV has in reducing crime in certain residential neighbourhoods. In this instance, it may be argued that researchers occupy a too powerful position in being able to decide which area (and therefore which residents) will benefit from the experiment and which will not benefit. One way around such a charge of unethical abuse of power by the researcher is to take a change that is occurring anyway, and collect or obtain statistics from before the change, during it, and after it. This is known as a quasi-experiment.

Defining change accurately

Another problem that confronts social scientists in using experiments is being able to accurately establish exactly what it is that they will be looking for as an outcome in their research. Experimentation in the natural sciences is not usually faced with such a problem. For example, a chemist may want to know whether heating a particular object causes its temperature to rise above a definite point. In this case, the experimenter will know exactly what she or he is seeking to measure – a precise temperature at a predetermined time. After this temperature has been taken, the experimenter will be able to state clearly the outcome of the experiment.

However, in the great majority of cases the social world does not offer such clear-cut situations. What if our social experiment wants to measure the effect of changing practices in the workplace? In implementing some new practice at work, perhaps to enhance morale, the experimenter will need to define what will count as an improvement before starting to make any measure. This must be done in
advance of the experiment. Otherwise, defining what counts as success after you have carried out the experiment, that is initiated the programme of workplace changes, is likely to be influenced by what you see happening in the early stages of the new initiatives.

One obvious way of determining measurement outcomes is to consult the literature in the chosen field of research to see what the expert or professional convention regards as acceptable. You may, for instance, want to establish what counts as ‘improved morale at work’. Before you initiate your experiment you will need to think very carefully about the outcome measures that you will use to identify changes in employee morale.

Activity 6.1 Experimental research design

Design an experiment to investigate the hypothesis that attending staff development seminars on equal opportunities issues will affect a person's attitudes towards racism. As you do so, follow the steps, and consider the issues set out in Figure 6.1, earlier. What ethical issues, if any, do you think that you will need to consider in this experiment?

Sample surveys

The origins of social surveys in Britain

Social surveys can be traced back all the way to the production of the Domesday Book, and were used widely by the Romans. In more recent times, the development of social surveys in Britain can be seen at the turn of the twentieth century through the work of a number of social anthropologists led by the work of Charles Booth and Joseph Rowntree (Tonkiss 1998). These early social researchers quantified the income, hours and conditions of work, housing, standards of living, size of family and dwelling, frequency of sickness, leisure activities, and club and union membership of Britain’s poor.

An important development in the evolution of the sample survey method was the introduction of public opinion polls. The Gallup Organisation introduced public opinion polling into Britain in 1937, and 1946 saw the formation of the Market Research Society in Britain. The impetus for social-survey-style research after the Second World War was maintained by an increased role for government with the advent of the welfare state, and by the expansion of the social sciences in further and higher education (Tonkiss 1998). Sample surveys played an important role in academic circles, by providing social science researchers with the means for collecting large-scale data about different aspects of social life.
Purposes and characteristics of the sample survey

Sample surveys are conducted in order to provide the researcher (or the sponsor of the research) with statistical information, either on a particular issue or problem that needs resolving, or to test the robustness (or not) of an existing theory. This involves measuring various phenomena, and drawing conclusions about any relationship(s) between them to establish patterns of cause and effect. For instance, in a study of industrial relations, we might compare different workplaces in terms of a number of variables that we hypothesise are likely to be associated with industrial dissent. These might be:

- the size of the firm or organisation;
- the type of industry;
- the ‘inclusiveness’ of the decision-making process;
- whether the organisation is unionised or not;
- the skill level of the employees;
- the gender mix within the organisation;
- the balance between part-time and full-time employees;
- the unemployment rate in the local area;
- and so on.

To analyse such relationships and draw widespread conclusions requires the researcher to generate large amounts of data, so that conclusions can be generalised from the sample survey to the wider population from which the survey respondents were drawn. In order to have confidence in the results generated from a sample survey, and to eliminate (or minimise) bias, the researcher should aim to maximise the response rate, and in so doing, ensure that the study is representative of the population group.

Sample surveys are a method of gathering information by means of personal interviews or questionnaires. They are sometimes referred to as ‘mass interviews’ because they are a way of collecting similar information from a large number of people at the same time. Sample surveys are based on standardised approaches, using standardised instruments, such as questionnaires. These research instruments employ fixed question and answer formats, so that there is a consistency of data collection approach, regardless of who is actually asking the questions.

In this way, the sample survey is akin to a structured dialogue between (usually two) people, in which the researcher asks a series of pre-planned (standardised) questions, and the respondent’s answers are recorded precisely on a form, and (ultimately) turned into numbers for statistical analysis. In this way the studies are said to be quantitative.

The users of survey research

Academic researchers carry out surveys to test out various research hypotheses. For example, they may want to explore the relationship between age and
political conservatism, or why it is that some children play truant from schools, or under what circumstances people become addicted to gambling. By gathering statistical evidence, survey research may help to support a particular theory by shedding light on the connections and associations that exist between such variables. In this way, researchers look for patterns that may explain social phenomena.

Academics are not the only ones who use survey research. Other users of surveys can be broadly categorised as follows:

- The media and political parties carry out public opinion polls on voting intentions, party political leaders, and their policies.
- Government and its agencies, voluntary sector organisations, and campaigning groups use survey research to inform and influence the political, economic, and social policy-making process.
- Businesses of all sizes carry out surveys in their quest for gaining a lead in the market for their product by differentiating their product against those of their competitors.

Types of data gathered in a survey

Survey research can be used to obtain multi-faceted data from an individual:

- Behaviour – straightforward questions on what the respondent has done, is doing, and may do in the future. For example, it is possible to ask people if they voted at the 2004 European Assembly election, if they use public transport for certain journeys, or if they are vegetarian.
- Beliefs – what people think will happen. What do they believe is true or false? What do people believe will be the effect of Britain joining the European Single Currency? Do people believe that the National Health Service is safer in the hands of the Labour Party than it was when the Conservative Party was in office?
- Attitudes – how people think and feel about certain things. For example, over the question of whether Britain should join the European Single Currency, or whether women with pre-school children should participate in the workforce.
- Attributes – these are the personal questions that concern the characteristics of the respondent, such as her or his age, sex, ethnicity, religion, and employment status. As such, these questions have the potential to be viewed as sensitive questions. They are often referred to as classification questions.

By employing a combination of such questions in a survey, the skilful researcher opens up the possibility of describing and explaining complex social phenomena.
Different methods of data collection in survey research

There are three main types of data collection methods for a social survey:

1. The face-to-face interview where the respondent is questioned in person by an interviewer. The main advantage of this method is that it usually results in a relatively high response rate. However, such interviewing commonly incurs high costs due to the number of interviewers that need to be employed, and it is also argued that personal interaction between the interviewer and the respondent can lead to biased responses. In a study that considers questions of child discipline and punishment, it may be that respondents will offer the 'socially acceptable' response – the answer that they believe the interviewer wants to hear.

2. Postal questionnaires are widely used because they are relatively cheap to administer, and they enable coverage of a wide geographic area. Also, given that they avoid direct personal contact, they have the advantage of ensuring a degree of privacy for the respondent. The main disadvantage associated with postal questionnaires is that they perform poorly in relation to response rate.

3. Telephone interviews have become more common in the past decade, as technological advances have allowed researchers to draw samples with greater accuracy. They are also very quick to administer. However, they are limited to researchers who have access to the relevant technology (such as random digit dialling technology) to carry them out.

Each of these methods of data collection has its own strengths and weaknesses in relation to design, cost, and so on, and in crude terms one’s weaknesses are often the other’s strengths. The method that is selected will depend on the type of population you aim to research, the nature of the research question, and the resources at your disposal.

The process of survey research 1 - sampling for survey research

Surveys are often referred to as sample surveys because the information that the researcher wishes to gather is usually collected from a selected group of people – a sample. It is very unusual for researchers to question all of the people that they wish to study owing to both time and cost considerations. For example, it would be extremely expensive and would take a very long time to ask all adults in Britain how they intend to vote in the next general election. Rather, a survey researcher will select a sample in such a way so as to achieve closeness of fit between the sample and the population (Definition 6.1). If this can be realised, then the findings that are based upon the sample group can be generalised for the population from which the sample comes. That is to say, the researchers can be relatively confident that their findings will broadly reflect the findings they would have obtained if they had collected information from the entire group they were studying.
To take an often used analogy, one does not need to eat an entire fruit cake to gain an idea of its taste – a single slice will do, although the larger the slice, the better! The same is the case with sampling – the researcher will not need to include all members of the targeted group in her or his study, as a subset will do, providing it has been selected carefully. However, the usual rule is that the larger the subset selected, the higher the level of accuracy to be expected in the findings from the sample survey.

**Definition 6.1 Population and sample**

**Population** – the entire group that you want to study.

**Sample** – a subsection of the population, chosen in such a way that their characteristics reflect those of the group from which they are chosen.

Thus, in survey sampling, the margin of difference between the results from the sample and the population values – referred to as sampling error – is attributable primarily to:

1. the method of sample selection; and
2. the size of the sample.

**Methods of sample selection**

Traditional sampling for survey research is based on the mathematical theory of probability in that it employs methods of random selection. Such sampling is usually referred to as probability sampling. Where probability sampling is used, researchers tend to employ the devices of stratifying and clustering their sample in order to increase their accuracy and cut down on the cost of the survey. The main alternative to probability sampling is the use of non-probability sampling, including especially quota sampling. This is where the researcher sets quotas for the sample based on the known characteristics of the population, such as age, sex, and occupation, to ensure that the correct number of certain types of person is included in the sample. However, where these characteristics are not known, then quota sampling is not possible.

Probability sampling methods have considerable advantages over non-probability sampling methods like quota samples, not least of which is that, ‘there is plenty of empirical evidence to show that when selections are made by non-probability methods results are liable to distortions that may be serious’ (Hoinville and Jowell 1978, p.57). For instance, with such approaches individual respondents are selected not by random, but according to the discretion of the interviewer. As a consequence, there is considerable scope for interviewers to select only those people who look ‘agreeable’. In a study of youth, this might include only students in a relatively ‘safe’ environment such as a university building, rather than young...
people from areas which may have high incidences of youth crime. The implication
is that the voices of young people living in such areas may not be heard in the study.

In addition, we have seen that probability sampling methods enable researchers
to make reliable estimates of sampling error involving the statistical process, the
randomisation of error variation. It is for this reason that attention is now given to
probability sampling methods (although non-probability sampling methods will be
described in more detail in due course).

**Probability sampling methods**

Probability sampling methods involve randomised selection, in which all members
of your population, or target group, have an equal chance of being selected for
inclusion in your research study.

Simple random sampling involves a process in which all members of the
population are assigned a number, and then random numbers are chosen (and
people selected) until you have created your sample list. The numbers chosen may
be determined by a table of random numbers, although, increasingly, they will be
randomly generated using a computer.

An alternative to this approach is systematic sampling – it is generally considered
to be a simpler and more cost-efficient system. Again, all members of the population
are numbered, but here the method of selecting respondents from the numbered
list differs. With systematic sampling, the population is divided by the required
sample size – perhaps 200 employees from a company list of 1,000, or one-fifth as a
proportion. This creates the sampling interval, in this case of five. Consequently,
every fifth employee is selected from the list, the first one randomly from the first
five employees listed, and the subsequent sample members are chosen by counting
every fifth person from that point onwards. Thus, if the first member chosen (from
the first sampling interval, i.e. those assigned a number between 1 and 5) was 3,
then those selected for inclusion within the study would be those numbered 3, 8,
13, 18, … until the person numbered 498. This method would provide you with the
required sample size of 200 employees, in which all members of the workforce had
been given an equal opportunity of selection.

To ensure that key groups within the population are adequately represented in
the sample, proportionate stratified random sampling may be used. Perhaps you
want to ensure that the final sample reflects the make-up of the company workforce
in terms of the proportions of manual workers and non-manual workers. Here, the
initial list of potential sample members is divided into these two groups (or strata),
and then systematic sampling is used to select members from each group. Using the
example above, if manual workers comprise 750 members of the workforce, and
non-manual workers 250, then 150 employees will be chosen from the former, and
50 from the latter (using the sampling interval of five to ensure the sample size of
200 from the 1,000 employees).

Disproportionate stratified random sampling may be used in circumstances where
the size of a particular key stratum may be too small for meaningful statistical analysis,
if its size within the sample is directly proportional to its size within the population.
For instance, if 50 of the 750 manual workers were temporary staff, using a sampling interval of five would result in only 10 being selected for investigation. It is generally accepted that 50 is the minimum size necessary if a particular subgroup is to be subjected to detailed analysis (Hoinville and Jowell 1978, p.61). (Notice here how a second level of stratification has been administered to separate temporary employees from permanent employees when creating the sample. It is not uncommon to stratify by several key variables when using probability sampling methods.)

In such circumstances, the actual size of the stratum in question is boosted, so that its presence within the sample is disproportionate to its presence within the population. Here you may decide to include all 50 temporary manual staff in your sample, rather than only the 10 that you would have done had you wanted the size of this subgroup to be directly proportionate to its size within the population. You might decide to select members of all other strata so that they are proportionate to their size within the population. Table 6.1 illustrates the implications of using proportionate stratified random sampling and disproportionate stratified random sampling for this example. Notice how the sample size and the sampling fraction for the two groups other than the temporary manual workers remain constant – only the latter group has been boosted in size, leading to an increase in the overall sample size than would have been achieved had the different strata been selected proportionately.

For instance, if 50 of the 750 manual workers were temporary staff, using a sampling interval of five would result in only 10 being selected for investigation. It is generally accepted that 50 is the minimum size necessary if a particular subgroup is to be subjected to detailed analysis (Hoinville and Jowell 1978, p.61). (Notice here how a second level of stratification has been administered to separate temporary employees from permanent employees when creating the sample. It is not uncommon to stratify by several key variables when using probability sampling methods.)

In such circumstances, the actual size of the stratum in question is boosted, so that its presence within the sample is disproportionate to its presence within the population. Here you may decide to include all 50 temporary manual staff in your sample, rather than only the 10 that you would have done had you wanted the size of this subgroup to be directly proportionate to its size within the population. You might decide to select members of all other strata so that they are proportionate to their size within the population. Table 6.1 illustrates the implications of using proportionate stratified random sampling and disproportionate stratified random sampling for this example. Notice how the sample size and the sampling fraction for the two groups other than the temporary manual workers remain constant – only the latter group has been boosted in size, leading to an increase in the overall sample size than would have been achieved had the different strata been selected proportionately.

It is important to ensure that whenever disproportionate stratified random sampling is used, adjustments are made before the different strata are analysed together. If you have adopted this disproportionate approach, your overall sample will be distorted. In this example, as you have increased the size of the temporary manual staff by a factor of 10, you will need to restore the balance by weighting, so that each individual member of this particular stratum is treated so that her or his views are worth only one-tenth of the views of a colleague from one of the other strata. Unless you are planning to use weighting to restore the balance, you are advised against boosting your sample in this way because your sample will become unrepresentative of the population.

A commonly used approach, especially where a large geographic area is to be sampled, is multi-stage cluster sampling. Here, the first stage involves dividing the area

<table>
<thead>
<tr>
<th>Work status</th>
<th>Population size</th>
<th>Percentage total in each stratum</th>
<th>Proportionate</th>
<th>Disproportionate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>Permanent</td>
<td>700</td>
<td>70</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>Temporary</td>
<td>50</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>Non-manual*</td>
<td>Permanent</td>
<td>250</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>1,000</td>
<td>100</td>
<td>200</td>
</tr>
</tbody>
</table>

*There are no temporary non-manual staff employed at the company.
for study into primary sampling units, or ‘clusters’. For instance, in a national study of 1,500 people, the first stage of the research may involve the researcher in dividing the country into parliamentary constituencies, and then randomly selecting a sample of these areas using the systematic sampling method – perhaps 50 of the 651 constituencies in Britain. The next stage of the sampling method could involve dividing each constituency into smaller geographic areas (perhaps wards, or even smaller areas such as polling districts), and using systematic sampling to select one such area to represent the entire constituency. The 1,500 people to be surveyed would be equally divided into these 50 areas, so that 30 interviews are to take place in each, with usually one interviewer per area. Finally, the interviewer could then select the 30 people for this area from an appropriate list of residents – perhaps an electoral register. Again, the systematic sampling method could be used for this purpose. Thus, the multi-stage cluster sampling method could be said to be random, with interviews taking place in geographic clusters. This reduces the cost, time, and effort involved in a national sample where the 1,500 people to be interviewed are dispersed across the country.

Non-probability sampling methods

So far, we have seen that the essential logic of the probability sampling method is to provide each member of the chosen population group with an equal opportunity of being selected. In this way, it is possible to specify the probability that any person will be included in the survey, and an estimate of the extent of sampling error. Small-scale surveys often use non-probability sampling methods, in which it is not possible to do this.

There are a variety of such methods. Like probability sampling methods, the quota sampling method aims to achieve statistically representative samples, but where there is no list of potential respondents (or sampling frame), or where resources do not permit the use of a random probability method. Quota sampling is the most commonly used non-probability method. The task of the researcher is to ensure that key features of the population are proportionately reflected in the sample, as is the approach with stratified sampling. Certain key variables of relevance to the topic of investigation are specified. In a study of voting behaviour, these might be ‘educational qualifications’, ‘gender’, and ‘age’, all of which, theories suggest, are claimed to be closely related to a person’s party preference. The interviewer will be given a quota of interviews that she or he should achieve for each category of each variable (male and female for ‘gender’).

An example of an interviewer’s ‘quotas’ is given in Table 6.2. The interviewer is instructed to approach and interview 30 people who match these characteristics until the quota is filled, and is usually given much latitude in how she or he does this. On completing the fieldwork, the sample will be broadly representative of the population in terms of the proportions of people interviewed for each of the key quota variables selected.

There are other methods of non-probability sampling available to the researcher, but none of these are able to achieve samples which might even loosely be characterised as ‘representative’ of the population. Convenience sampling involves the researcher
selecting whichever cases are conveniently available. In a study of workplace morale, these might be work colleagues, for instance. As a method, this is useful when piloting a study – perhaps to build up a picture of which questions might be included in a questionnaire, or to test out the questions in terms of their clarity or meaning. However, the method is not an especially robust one, and the researcher has no way of estimating either the sample’s level of representativeness, or the population’s values.

With snowball sampling, the researcher will typically build up a network of respondents through an initial group of informants, who introduce the researcher to other members of the same population. These then serve as additional informants who may introduce the researcher to other potential respondents. This approach is often used to develop samples from groups which are difficult to contact (disabled people, political activists, members of business elites, and so on). Snowball sampling is a form of purposive (or judgement) sampling, where the intention is to obtain a pool of respondents that is appropriate for the study, and which is largely determined by the judgement of the researcher.

**Sample size**

Prior to this discussion of different sampling methods, it was mentioned that sampling error is largely attributable to two key features of survey research design: methods of sample selection (which we have now discussed) and the size of the sample.

Providing the sample is chosen carefully, the general rule is that the accuracy of a sample estimate will be increased with an increase in sample size. However, it would be wrong to assume that increases in accuracy will follow proportionately with increases in sample size, or that the sample size should be in proportion to the size of the population. Similarly, there is no optimum sample size – often it will be driven as much as by the level of research resources available to the researcher as it is by the level of precision required in the results. Nonetheless, it is possible to give an indication of the link between sample size and sampling error. Table 6.3 is taken from Hoinville and Jowell (1978, p.69), and enables the researcher to estimate the degree of accuracy – or range of error – in the results from a sample survey study. For instance, in a study of 200 employees selected from within an organisation by using a simple random sampling method, where 60% report having attended three hourly meetings or more within the last week, the finding will be subject to a

<table>
<thead>
<tr>
<th>Age</th>
<th>18-34</th>
<th>35-49</th>
<th>50+</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Male</strong></td>
<td>Below degree 3</td>
<td>Below degree 4</td>
<td>Below degree 3</td>
</tr>
<tr>
<td></td>
<td>Degree 2</td>
<td>Degree 2</td>
<td>Degree 1</td>
</tr>
<tr>
<td><strong>Female</strong></td>
<td>Below degree 3</td>
<td>Below degree 4</td>
<td>Below degree 3</td>
</tr>
<tr>
<td></td>
<td>Degree 3</td>
<td>Degree 2</td>
<td>Degree 0</td>
</tr>
</tbody>
</table>
TABLE 6.3  RANGE OF ERROR (±) FOR 95% CONFIDENCE LEVEL

<table>
<thead>
<tr>
<th>Sample size</th>
<th>5% or 95%</th>
<th>10% or 90%</th>
<th>20% or 80%</th>
<th>30% or 70%</th>
<th>40% or 60%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple random sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>4.4</td>
<td>6.0</td>
<td>8.0</td>
<td>9.2</td>
<td>10.0</td>
</tr>
<tr>
<td>200</td>
<td>3.1</td>
<td>4.2</td>
<td>5.7</td>
<td>6.5</td>
<td>7.1</td>
</tr>
<tr>
<td>500</td>
<td>1.9</td>
<td>2.7</td>
<td>3.6</td>
<td>4.1</td>
<td>4.5</td>
</tr>
<tr>
<td>1,000</td>
<td>1.4</td>
<td>1.9</td>
<td>2.5</td>
<td>2.9</td>
<td>3.2</td>
</tr>
<tr>
<td>2,000</td>
<td>1.0</td>
<td>1.3</td>
<td>1.8</td>
<td>2.0</td>
<td>2.2</td>
</tr>
<tr>
<td>5,000</td>
<td>0.6</td>
<td>0.8</td>
<td>1.1</td>
<td>1.3</td>
<td>1.4</td>
</tr>
<tr>
<td>10,000</td>
<td>0.4</td>
<td>0.6</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>Stratified multi-stage sample</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>6.5</td>
<td>9.0</td>
<td>12.0</td>
<td>13.7</td>
<td>15.0</td>
</tr>
<tr>
<td>200</td>
<td>4.6</td>
<td>6.4</td>
<td>8.5</td>
<td>9.7</td>
<td>10.6</td>
</tr>
<tr>
<td>500</td>
<td>2.9</td>
<td>4.0</td>
<td>5.4</td>
<td>6.2</td>
<td>6.7</td>
</tr>
<tr>
<td>1,000</td>
<td>2.1</td>
<td>2.9</td>
<td>3.8</td>
<td>4.4</td>
<td>4.7</td>
</tr>
<tr>
<td>2,000</td>
<td>1.5</td>
<td>2.0</td>
<td>2.9</td>
<td>3.1</td>
<td>3.4</td>
</tr>
<tr>
<td>5,000</td>
<td>0.9</td>
<td>1.3</td>
<td>1.7</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>10,000</td>
<td>0.7</td>
<td>0.9</td>
<td>1.2</td>
<td>1.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>

margin of sampling error of 7.1%. This means that the actual figure who will have attended this number of meetings within the organisation over the period will be between 52.9% and 67.1%. Interpreting this table will become easier after having read the next section, but suffice it to say, the higher the sampling error recorded, the lower the level of accuracy in the study.

**Estimating values and sampling error**

Notice that the level of sampling error for any given sample size is greater for multi-stage sample designs than it is for simple random sampling. This is largely because clustering carries with it the possibility that selected areas will contain people of a particular type, rather than a group which is broadly representative of the wider population. For instance, in a study of political attitudes across a city, clustering in two or three small areas might result in a situation in which one of these has a class bias; perhaps the area is unusually affluent compared to the rest of the city, containing a disproportionately high number of Conservative-supporting upper middle-class people, when the majority of the city’s population is typically lower middle class, and tends towards the Labour Party. This is an example of sampling error for which multi-stage sample designs are more prone than the simple random sampling method.

As we have noted earlier, certain methods of survey sampling which are based upon the principle of random probability enable researchers to make an estimate of the accuracy of their findings, or, put another way, to assess the degree of sampling
error in their study. For instance, in a survey, we might ask a number of questions designed to work out an average score for people’s knowledge of political affairs; it is possible when using a random probability sampling method to estimate the degree of error on the political knowledge score recorded in our sample.

We might take a sample of 100 adults in Britain, note the average political knowledge score, and use this as an estimate of the average score across the entire adult population in the country. If we were to repeat the exercise, albeit with a new sample of 100 adults, we might find that the political knowledge score within the sample is somewhat different from that achieved in the first study. However, if we were to continue drawing fresh samples and measuring the political knowledge score in each, we would ultimately begin to see a pattern emerging. Most likely, there would be a small number of sample surveys recording unusually high, and a similar small number recording unusually low, scores. Most sample studies, however, would likely be very similar in terms of the political knowledge scores they generate – the amount of actual variation in the sample surveys would be relatively small.

Providing we have used a random probability sampling method, if we were to take the average score from these numerous samples (or, what is termed the mean distribution of the samples), it would very closely approximate the actual political knowledge score across the country. In technical terms, the mean distribution of our sample scores would provide an accurate estimation of the population parameter (i.e. of political knowledge).

The extent of variation in our sample means is referred to as the standard error. To put this simply, the higher the variation in scores across the different samples, the lower the level of confidence we can have in actually predicting from our sample studies how much knowledge of political affairs people in our country actually have – and the more therefore will be the error in our sample predictions.

Typically, however, we would take only one sample to estimate the population value (the public’s knowledge of political matters). This means that in reality, we cannot calculate the standard error, because this depends on our having taken more than one sample (remember – it is the average variation in average political knowledge scores recorded in different samples). This might create a problem, because sampling theory tells us that without the standard error, we cannot estimate the population parameter. That is, we cannot estimate the accuracy of our sample findings. Fortunately, convention allows us to approximate the standard error by using the standard deviation (the amount of – or average – variation) in political knowledge scores from a single sample. Computer programs can very easily calculate this measure of variation, from which we can estimate the standard error (SE), using the formula:

\[ SE = \frac{s}{\sqrt{n}} \]

If the average (mean) political knowledge score from a sample of 100 British adults was 4.2 (out of 10), but with some variation in the range of scores recorded (with a standard deviation of 1.3), then it follows that the standard error would be the standard deviation (s) of our sample score, divided by the square root of the sample size:

\[ SE = \frac{1.3}{\sqrt{100}} = \frac{1.3}{10} = 0.13 \]
From this standard error (of 0.13), we are able to provide an approximation of the actual political knowledge score across the country, by establishing the confidence interval. The confidence interval is a margin of sampling accuracy (or a margin of sampling error, depending on how pessimistic you are!). While researchers can never be entirely sure of the reliability of their sample findings, they can have a high degree of confidence in them. Typically, researchers tend to work within 95% confidence limits, or, to put it another way, to assert that they are 95% sure that a finding from their sample survey is within $x\% \pm$ of the actual figure for the population. Establishing this confidence interval is a straightforward process once the standard error has been calculated – it is the range of political knowledge scores between 1.96 standard errors higher or lower than the sample score (in our example, 4.2). The formula is:

$$\pm 1.96 \times 0.13 = 0.25$$

How does this translate for our political knowledge score example? As above, the researcher has derived a political knowledge score of 4.2 (out of 10) for the sample of 100 British adults, with a standard deviation of 1.3. Using the formula to calculate the confidence interval, the researcher can establish with a high degree of confidence (i.e. can be 95% sure) that the actual political knowledge score across the country would be within the range 3.95 to 4.45 (i.e. $4.2 \pm 0.25$).

To summarise this discussion, then, we can say that, providing a sample has been randomly drawn using a probability sampling method, it is possible to estimate the accuracy of a survey’s findings, or the margin of sampling error. Computers can quickly calculate standard errors and confidence levels, although without understanding how such figures have been derived or their meaning, it would be hard to adjudge the validity of sample survey results.

**Non-response**

Throughout this section, it has been noted on a number of occasions that the ability to generalise from a sample to the population from which it is drawn is based on the extent to which that sample is representative. However, when using random sampling techniques the problem of selective non-response is a threat to the representativeness of the sample. This problem can arise from people’s refusal to participate, or an inability to contact those people who have been randomly selected to take part.

Social researchers may do their utmost to persuade people to participate in their studies, but people may decline for a variety of reasons. Chief among these is the importance of the issue(s) under investigation to the individual who has been approached – the higher the salience of the topic, the more likely it is that an individual will take part in the research. Other factors that will influence the decision of whether or not to participate in the research include, for example, the skill of the interviewer in persuading people to take part, the appearance of the questionnaire that is used, and the time commitment that is necessary to complete the questionnaire.
As well as those who decide not to participate in a survey, the researcher is faced with the problem of not being able to contact a certain number of people who will form part of their sample. The people who are less likely to be contacted in a survey include those who are in some way socially excluded or marginalised from mainstream society. Such people may include those who are homeless, those who are highly geographically mobile, the elderly, poorer people, or those people for whom English is not their first language. This would not be a problem for survey researchers if people from such groups were evenly distributed across the population. However, in reality there is a likelihood that their particular life experiences will have a significant influence on their behaviour and attitudes (Sapsford 1999).

The process of survey research 2 - the design of questionnaires

For every conceivable question there are several possible and theoretically acceptable forms it can take. Questions can be asked in either a closed or open format, and may employ the use of attitude scales.

Closed questions are those in which the respondents are simply asked to choose a reply from a number of predetermined options. These can be as simple as ‘Yes/No’ questions, or can be more lengthy and complex such as the standard classification of ethnicity which allows for nine different responses. Closed questions are:

- easily asked;
- easily understood;
- quick to answer;
- quick to code for analysis.

Some examples of closed questions are:

**HOW MUCH INTEREST DO YOU NORMALLY HAVE IN LOCAL POLITICAL ISSUES?**

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>A great deal</td>
<td>[ ] 1</td>
</tr>
<tr>
<td>Quite a lot</td>
<td>[ ] 2</td>
</tr>
<tr>
<td>Some</td>
<td>[ ] 3</td>
</tr>
<tr>
<td>Not very much</td>
<td>[ ] 4</td>
</tr>
<tr>
<td>None at all</td>
<td>[ ] 5</td>
</tr>
</tbody>
</table>

**DID YOU VOTE IN THE LOCAL ELECTION THAT WAS HELD EARLIER THIS YEAR?**

<table>
<thead>
<tr>
<th>Option</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>[ ] 1</td>
</tr>
<tr>
<td>No</td>
<td>[ ] 2</td>
</tr>
</tbody>
</table>
However, closed questions are criticised for forcing respondents into a predetermined response rather than letting them answer in their own words. If closed questions are used, then it is important to ensure that the choices offered respondents are:

- Mutually exclusive – it must not be possible for an answer to fall into two categories. For instance, in a closed question which asked a respondent her or his age, the following must be avoided in which a 35 year old has the opportunity to assign her- or himself to both category 3 and category 4:

  WHAT IS YOUR AGE?
  Under 18 [ ] 1
  18–24 [ ] 2
  25–35 [ ] 3
  35–44 [ ] 4
  45–54 [ ] 5
  55–64 [ ] 6
  65 and over [ ] 7

- Exhaustive – you must ensure that all of the possible answers are catered for in the response options, and that you have not left something important out. For example, in a question asking people what issue would most influence their vote in a forthcoming election, the researcher needs to ensure that the list of options is not so short that it does not include the full range of issues likely to be important to respondents. Piloting the question before the full survey is conducted will provide the researcher with a clear idea of the range of answers likely to be given to the question, and which should therefore be included in the list of issues. At the very least, there must be an ‘Other’ option available to any respondents for whom the list of options does not include the issue of most importance to them.

An open question is one where the researcher asks the question and leaves a blank space for the respondents to record their response. In this sense the questions are good because they do not force the respondent into a predetermined category that can obscure nuances. They also allow the respondent greater freedom of expression, and open up the possibility for more qualitative-style data to be generated. An example of an open question used in a questionnaire is:

  WHICH COMMUNITY, NATIONAL, OR INTERNATIONAL ISSUE ARE YOU MOST CONCERNED ABOUT? (PLEASE WRITE IN FULLY USING THE SPACE PROVIDED)

  __________________________________________________
  __________________________________________________

However, responses to open questions may be long and complex, and where written in by the respondent they may be hard to read. For these reasons, open
questions may be difficult to code and analyse. Open questions are used less often than closed questions because of their time-consuming (and therefore costly) nature.

Attitude scales consist of a number of statements that the respondent is asked to agree or disagree with to differing degrees. An example is given below:

HOW MUCH DO YOU AGREE OR DISAGREE WITH THE FOLLOWING STATEMENT?

I THINK THAT IT’S IMPORTANT TO VOTE IN LOCAL ELECTIONS:

| Strongly agree | [ ] 1 |
| Agree          | [ ] 2 |
| Neither agree nor disagree | [ ] 3 |
| Disagree       | [ ] 4 |
| Strongly disagree | [ ] 5 |

The use of scales is a way of measuring an individual’s position on an attitude continuum and thus generates more quasi-qualitative data. The most commonly used scale is the Likert scale. When used, a scaled question must be balanced ensuring that the responses should range from positive through neutral to negative in a unidimensional manner. When respondents are offered a scale that is skewed in some way, this is likely to induce a biased response.

A good questionnaire should include a mix of closed, open, and scaled questions. Furthermore, it will take into account the type of data to be collected and the resources (time and money) that are available for the study. A good questionnaire is also one in which the questions that have been asked are well crafted and are the product of careful consideration. In designing a good questionnaire, researchers should do their utmost to avoid the many pitfalls that present themselves, including the use of:

- ambiguous language;
- language that is not appropriate for the targeted audience;
- prejudicial language;
- questions which lead respondents to answer a question in a way that could result in biased data.

Of equal importance is the need to structure the questionnaire so that it aids the progression of the interview. Asking the questions in a relatively logical order enables a sensible flow to develop. It should also be borne in mind that overly lengthy questionnaires are likely to put many people off from participating in a study. It is important, therefore, to be concise and economic with the subject areas in a survey as well as the language used in the actual questions.

The postal questionnaire used for the Youth and Politics project is given as an example in Extract 6.1. Notice the instructions given for respondents on how to complete the questionnaire, the general layout, the mix of question type, and the use of both open and closed questions.
EXTRACT 6.1 Questionnaire from the Youth and Politics project
(Henn et al. 2002)

Please answer as many of the following questions as you are able. For all questions (except where asked otherwise), please indicate your answer by ticking the relevant box. So, if you voted in the recent European parliamentary election, you would tick the response box number one, as in the example here . . .

7. Did you vote in the recent European parliamentary election on June 10th 1999? Yes ☐1 No ☐2

1. Are you (please tick all that come close to describing your situation):
   - In education (full-time) ☐1
   - In education (part-time) ☐2
   - In paid work (full-time) ☐3
   - In paid work (part-time) ☐4
   - On an apprenticeship ☐5
   - On a government training scheme/New Deal ☐6
   - Unemployed ☐7
   - Self employed ☐8
   - Other (please write in) ____________________________________ ☐9

2. How much interest do you normally have in local political issues?
   - A great deal ☐1
   - Quite a lot ☐2
   - Some ☐3
   - Not very much ☐4
   - None at all ☐5

3. How much interest do you normally have in national political issues?
   - A great deal ☐1
   - Quite a lot ☐2
   - Some ☐3
   - Not very much ☐4
   - None at all ☐5

4. Generally speaking, how often would you say you talk about political issues with your friends or family?
   - A great deal ☐1
   - Quite a lot ☐2
   - Some ☐3
   - Not very much ☐4
   - None at all ☐5

5. How much do you agree or disagree with the following statements?
   a) I think that it’s important to vote in local elections:
      - Strongly agree ☐1
      - Agree ☐2
      - Neither agree nor disagree ☐3
      - Disagree ☐4
      - Strongly disagree ☐5

   b) I think that it’s important to vote in national elections:
      - Strongly agree ☐1
      - Agree ☐2
      - Neither agree nor disagree ☐3
      - Disagree ☐4
      - Strongly disagree ☐5

   c) I think that voting is a waste of time:
      - Strongly agree ☐1
      - Agree ☐2
      - Neither agree nor disagree ☐3
      - Disagree ☐4
      - Strongly disagree ☐5
6. Did you vote in the recent local election on May 6th 1999? Yes □ 1 No □ 2

7. Did you vote in the recent European parliamentary election on June 10th 1999? Yes □ 1 No □ 2

8a. Do you intend to vote in the next parliamentary general election (for a Member of Parliament)? Yes □ 1 No □ 2

8b. If you do intend to vote in the next parliamentary general election, do you know which party you will vote for? Yes □ 1 No □ 2

9. Which community, national or international issue are you most concerned about? (please write in fully using the space provided)

__________________________________________________________________________

Issues in conducting sample surveys

While the sample survey is the most commonly used research method within the social sciences, it has been criticised on a number of levels.

The logic of sample surveys

Critics argue that the logic of sample surveys in attempting to isolate causal connections between different variables is in itself deficient. Given the complexity of human consciousness and behaviour, it is contested that survey researchers will not be able to gain access to the process through which people adopt particular views, or act in particular ways, by simply posing a series of highly structured questions.

Thus, collecting numerous items of information about the world of, for example, industrial relations, and subjecting these to various statistical tests in order to identify which variables appear to have the highest degree of association with the key variable ‘industrial dissent’, fails to uncover:

- the history of industrial relations in a particular organisation;
- what the working conditions are like for employees; and
- how these experiences may have shaped the outlook and attitudes of employees to new work practices that are being introduced by the management of the organisation.
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It may of course be that it is these processes that have had the most significant effect on industrial relations within an organisation, but they may not be revealed in a questionnaire survey that actively avoids two-way dialogue.

The value content of surveys

Another major criticism levelled at survey research is that, far from being an objective method for dispassionately collecting ‘social facts’, it employs techniques which both reflect and reproduce assumptions that the researcher holds about the social world, and in particular the phenomena under investigation. Thus, the structured format of the questionnaire-based study suggests that the researcher has made certain choices about the overall research design, the issues which should (and by implication should not) be raised, and the format of their mode of delivery (self-completion forms, or interviews).

In this way, critics of the sample survey claim that the study (and its conclusions) is largely a function of the values and presuppositions of the researcher. Those who criticise surveys from this perspective may advocate the use of qualitative research as an alternative in that such methods are more likely to let the respondents speak for themselves.

Lack of depth or context

Furthermore, because the question and answer systems employed are highly structured, respondents are denied the opportunity to elaborate on issues – especially those of a complex nature – or to qualify any answers given. Thus, critics would claim that this failure to gain an holistic appreciation of a respondent’s views concerning an issue or phenomenon inevitably results in only partial data, and fails to tap into the reality which exists within the inner consciousness of the respondent.

For example, this may happen when a respondent is forced to reply literally to the question:

DO YOU AGREE OR DISAGREE THAT THE UK GOVERNMENT WAS RIGHT TO SIGN UP TO THE SOCIAL CHAPTER OF THE MAASTRICHT TREATY?

Agree [ ] 1
Disagree [ ] 2
Don’t know [ ] 3

Individuals may answer that they ‘agree’, when in reality they only mean that they supported the government’s actions under certain circumstances. For instance, the respondent might be concerned that any such action was tantamount to ceding further sovereign powers to the European Union, but at the same time be actually in favour of certain principles and policies enshrined within the Social Chapter,
such as ceilings on hours worked per week, or the guarantee within law of employment rights for disabled people.

The understanding and interpretation of questions

At an epistemological level, the highly structured approach employed in questionnaire-based studies undermines a researcher’s ability to ensure that the respondent’s understanding and interpretation of the questions is as intended by the researcher. Obviously, if there is no correspondence between the researcher and the respondent in terms of the meaning given to the questions posed, the research will be invalidated.

Thus, take a seemingly simple question such as ‘What is your income?’ A respondent, denied the opportunity to elaborate or clarify the meaning that he or she holds of the question, and to ensure that it is the meaning expected by the researcher, might be unsure if the question refers to gross or net income, weekly or monthly income, income solely from earnings or from earnings and share dividends (or rent received on a second house), and so on. The rules of standardised interviewing do not necessarily correspond to the nature of everyday conversation, raising the question of validity – whether the question really does measure that which it purports to measure.

For Marsh (1979, p.294), it is important to distinguish between two levels of criticism aimed at the sample survey: she considers that if the problems associated with survey-based research are intrinsically philosophical, this will therefore ‘place absolute constraints on the method’ (1979, p.294). Here, however, she claims that the fundamental problem is common for all social scientists. That is:

The problem that the subject matter of our research is conscious, communicates in a language whose meaning is not capable of unique determination, and is capable of changing very rapidly. (Marsh 1979, p.294)

However, if the problems are essentially ‘technical’ in nature, this suggests that problems peculiar to this method can be overcome. Marsh’s conclusion is that these problems are fundamentally of a practical technical character, and therefore capable of resolution through careful attention to design, measurement, and pilot work. In this way, she states that surveys can provide the kind of evidence needed to test social science theories effectively, and make a valuable contribution to our knowledge of the social world.

Political opinion polls

In the light of these issues, and some of the problems levelled at survey research, to what extent is it possible to trust the findings of studies which are based upon this
approach? Such studies can be (at least partially) replicated to test whether the results of a particular study are verified in another similar study. But does this necessarily mean that both studies accurately reflect the reality that both aim to measure? For instance, if both studies suggest that people would rather the government increase taxes to improve the education service than reduce income tax, how can we be sure that people really hold such self-less beliefs?

One way in which the results from survey-based research can be tested is to look at the record of opinion polls in forecasting election outcomes – do the results of opinion polls (which aim to measure expected political behaviour) correspond with the way people behave when they actually come to cast their votes in an election? As Nick Moon of NOP, one of the leading British opinion poll companies, explains:

General Election opinion polls represent one of the few occasions when sample surveys are tested against actual figures. (Moon 1997, p.5)

Opinion polls are a form of social survey – they differ only in terms of the subject area that they focus upon. While social surveys are concerned with issues which might broadly be defined as ‘social’, polls investigate people’s political beliefs, attitudes, opinions, and behaviour; in terms of the methods employed and the general approaches followed, opinion polls and social surveys are broadly identical.

Generally, the performance of opinion polls in forecasting the share of votes achieved by the different political parties in British general elections is considered to be good. As a consequence, opinion pollsters have, until recently, been reluctant to consider changing their methods and techniques (Henn 1998, pp.117–35).

In the immediate post-war period, the pollsters achieved a reputation for effectively and accurately estimating electoral outcomes. However, the final polls at the general elections of 1951 and 1970 failed to anticipate the outcome of the electoral contests. In 1951, the three final-day polls suggested a Conservative victory of between 2.5 and 7.1%, when in fact Labour secured a larger share of electoral support by a margin of 0.8%:

Were it not for the fact that the Conservatives won 26 more seats than Labour, despite taking fewer votes, the polls’ failure would have been regarded at the time more seriously than it was. (Crewe 1983, p.11)

In 1970, however, the error on the final pre-election polls was more marked. The electorate eventually voted the Conservatives into office with a lead of 2.4%; 19 of the 20 pre-election polls, however, had put the Labour Party ahead, and four of the five final polls gave Labour a lead of between 2 and 8.7%. To a lesser extent, the performance of the pre-election polls at the two general elections in 1974 were also short of the mark. In February, the polls indicated a comfortable Conservative victory, when in fact a hung parliament was the outcome; in October, a Labour landslide was forecast, yet only a three-seat majority was won.
In 1992, the opinion polls were widely perceived to have failed in their attempts to forecast the British general election accurately. Throughout the 1992 campaign period, there were 50 national opinion polls conducted, which collectively provided a fairly constant pattern of party support, and suggested an average Labour lead over the Conservatives of 1.85%. These findings were widely interpreted as indicating that Labour would be the largest party in a hung parliament.

The final pre-election polls themselves provided a similar summary, with Labour at 40% (±2%), the Conservatives at 38% (±1%), and the Liberal Democrats at 18% (±2%). These results were largely reinforced by the exit polls, which, when adjusted, suggested between 298 and 305 seats for the Conservatives, and 294 and 307 seats for Labour.

However, in the event, the Conservatives won 42.8% of the vote – a 7.6% lead over their nearest rivals, the Labour Party – and were returned to government with 336 seats and an overall majority of 21. The net effect of these results implied the most serious failure on the part of the opinion pollsters in general elections since polling began in Britain (Butler 1994, p.vii). The mean error per party at 2.6% was higher than any recorded in the post-war period, and the mean error on the gap between the Conservatives and Labour at 8.5% was well beyond the threshold of 4.2% which could be explained by sampling error alone with an average sample size of 2102.

As a consequence of the pollsters’ apparent poor performance in terms of both the scale and the direction of the error in their final forecast polls, a series of inquiries were set up to try to identify the factors which could account for the discrepancies. Of particular significance were the 1992 and 1994 reports of the Market Research Society, the former of which suggested that there was:

>a prima facie case to support the claim that opinion polls are generally likely to slightly over-estimate Labour support and under-estimate Conservative support. (1992, p.15)

and had indeed been doing so not only throughout the 1992 campaign, but more seriously at most general elections since 1959.

The polls were again criticised at the European Assembly elections in 1994, and the 1997 general election for failing to forecast accurately the levels of support achieved by the main British political parties (Henn 1998; O’Muircheartaigh 1997).

All of this is not to suggest that opinion polls – and by implication the sample survey method itself – cannot be trusted to measure social and political phenomena necessarily. Instead, that like all research methods, surveys and opinion polls should be used carefully, and the findings derived from them interpreted cautiously.

SUMMARY
This chapter has focused on the main quantitative methods that are used in research – sample surveys and experiments. In particular, we have considered the usefulness and application of sample surveys in research.
In examining these questions, there is an explicit connection with many of the issues that were raised in Chapter 1, where the quantitative–qualitative debate was first encountered. We have seen that the logic of quantitative research is to explain social phenomena – why people behave in the way they do, or hold certain views and values – by reference to underlying causes. This emphasis on the search for causal connections between different phenomena (or variables) tends to steer researchers working within this tradition towards favouring highly structured research approaches and techniques such as experiments and questionnaire-based sample surveys.

Quantitative approaches, while comparatively dominant within the social sciences, have attracted significant criticism at both epistemological and technical levels. Largely, this criticism is levelled at the very structured nature of such methods, which, it is claimed, prevent any opportunities for respondents to seek clarification over the meaning of questions that are asked, and in turn to communicate their responses fully and clearly. This is said to threaten seriously the validity of any such research project – such critics would therefore dispute the extent to which survey research can provide an accurate assessment of people’s views and behaviour.

In terms of opinion polls, the failure to forecast the outcome of the 1992 British general election has added considerable weight to the arguments of those who have focused upon and criticised the limitations of the sample survey method for measuring public opinion, and who advocate new approaches in terms of method and technique to improve them.

Chapter research task

Design a survey on a topic that you are considering to investigate.

Produce a structured questionnaire of 10–15 (mostly ‘closed’) questions that would elicit consistent information for your chosen topic – this must be a questionnaire suitable for a face-to-face interview. You also need to take into consideration the things you have learnt from your previous reading, such as bias, objectivity, and operationalisation of concepts. In addition you need to (a) outline how you would identify the (target) population, (b) outline a sample population, and (c) outline how you would go about ‘finding’ this.

The final questionnaire should be ‘piloted’ on one other person, and you should then hold a debriefing session where you should discuss:

1. Did you successfully develop a rapport?
2. Did you have a sense the person ‘told the truth’?
3. How did you feel?
4. Did the questionnaire interview professionally? Were you taken seriously?
5. Did you have a sense that there was a hierarchical/power relationship involved?
6. Were the questions (a) clear and (b) unambiguous?
7. Was the data useful? Or was it too limiting?

You may find it useful to remind yourself of the following stages in a survey as you approach this task:

1. Choose the topic to be studied.
2. Review the literature.
3. Form hunches and hypotheses.
4. Identify the population to be surveyed, and choose sample selection strategy.
5. Carry out preparatory investigations and interviews.
6. Draft the questionnaire or interview schedule.
7. Conduct a pilot survey.
8. Finalise the questionnaire.
9. Select a sample of the population.
10. Select and train interviewers (if necessary).
11. Collect the data.
12. Process the data and analyse the results.
13. Write the research report, perhaps in the form of a book.
14. Publish the report.

RECOMMENDED READING


Introduction

The qualitative research style is more often than not associated with an interpretive perspective in social research, in which the logic of research is not so much to test out given theories about what guides human behaviour, but instead to develop an appreciation of the underlying motivations that people have for doing what they do. Underlying the qualitative research style then is the assumption that in order to
understand human behaviour, a researcher must first understand the meanings that people have of the world around them, because these meanings tend to govern their actions. The emphasis given by qualitative researchers to their studies therefore involves an examination of the perspectives of the people or groups that are of interest to them – their ideas, attitudes, motives, and intentions.

In a classic qualitative study of the behaviour and experiences of a group of schoolboys, Paul Willis in his book *Learning to Labour* (1977) asked the question of why working-class boys tended to enter working-class occupations on leaving school. Following an intensive and lengthy period of observation of the schooling process and of the boys’ behaviour both inside and outside of the classroom, as well as numerous – and often informal – interviews, Willis began to gain an empathetic understanding of the boys’ shared experiences of schooling. He concluded that the educational paths followed by the boys were partly shaped by these shared experiences. His research findings revealed to him the existence of a counter-school culture in which the boys rejected schooling as a process. Their behaviour was thus structured by their shared interpretations of schooling and of their perceived place within their school.

Qualitative research methods such as in-depth interviews and participant observation share some of the following characteristics:

- Research is carried out in ‘real-life’ settings. In order to build up an understanding of how people experience the world around them, and to identify what informs their behaviour, the researcher attempts to study action and talk as it naturally occurs, with as little disruption to people’s lives as possible. Quantitative methods such as questionnaire surveys and experiments are eschewed as leading to the creation of relatively artificial research situations, in which it is not possible to study ‘real’ views and ‘real’ behaviour.
- The objective is to take detailed descriptions of people’s behaviour and thoughts to illuminate their social meanings. This implies adopting an insider perspective in research, in which there is likely to be a closeness between the researcher and the people studied, rather than an impersonal and distanced relationship. For instance, an organisation-based study of absenteeism may entail a researcher spending considerable time at the workplace, observing how work is organised, the relationships between actors, and developing a non-threatening presence. From this vantage point, the researcher will aim to develop a rapport with employees (to gain their trust and confidence) in order to encourage them to speak fully and frankly about issues that may be associated with absenteeism.
- The researcher is likely to adopt an approach in which there is no precise initial specification of research issues and concepts. The focus of the research may change during the course of collecting data, as ideas develop and particular issues become important.
- The qualitative approach involves theory construction rather than theory testing. Theoretical ideas develop from initial data collection and then go on to influence future data collection – there is a cumulative spiral of theory development and data collection.
In this chapter, we shall begin by reviewing three classic social-science-based research studies that have used a qualitative research design, often incorporating several research methods and techniques within the same project. The purpose in doing so will be to demonstrate the often eclectic nature of qualitative research designs – and how different methods in combination may complement each other in helping the researcher to develop deep insights into the topic investigated. Furthermore, reviewing these research exemplars will also demonstrate the various methodological issues confronting the researcher when using a qualitative research design, as well as the range of issues that one ought to be aware of when conducting qualitative research projects.

We shall then consider what a qualitative research design looks like in practice, and how it differs from a broadly quantitative research design in terms of the logic and operationalisation of the project. When compared to quantitative-based studies, such research designs are often relatively small in scale, adopting somewhat loosely structured approaches designed to encourage research participants to talk in detail about the meanings that they have of the world and the extent to which these influence their behaviour. Several methods commonly used within qualitative research strategies will then be reviewed, together with a discussion of their strengths and limits – these will include one-to-one in-depth interviews, focus groups, and qualitative observation-based studies. Finally, some of the key methodological issues and concerns raised by research practitioners about the use of qualitative research designs will be addressed, including such questions as validity and reliability, objectivity and subjectivity, and ethical matters.

Qualitative research exemplars

As examples of the qualitative style of research, and the issues that are raised, we shall look at a number of oft-cited studies. These studies have been based upon a variety of research methods, and this is something that is typical for the qualitative approach within the social sciences. However, the key methods are participant observation and in-depth interviewing.

_Eileen Barker_ ‘The Making of a Moonie’

This study had as its overarching aim to examine what at the time were generally held beliefs about the Unification Church – or as members were commonly referred to by the mass media, the ‘Moonies’. Barker conducted a six-year programme of research, designed to:

- answer questions about Moonie beliefs; and
- test whether media claims condemning the movement as a ‘brainwashing, bizarre sect’ were really justified.
She set herself several questions:

Why and in what sort of circumstances, will what kind of people become Moonies? Why, and in what sorts of circumstances will what kind of people leave the movement? What is life like in the Unification Church? What kinds of communication system and power structure does the organisation have? To what extent, and why, does the movement vary according to time and place? What is the range of the relationships which the church and its members have with the rest of society? And in what kind of ways can we best understand and explain the phenomenon of the Unification Church and public reaction to it? (Barker 1984, p.16)

She used a variety of approaches and methods to address these initial research questions. These included:

- In-depth interviews: Thirty British members of the Unification Church were randomly selected for taped interviews in local church centres. Each interview lasted between 6 and 8 hours. As is typical for this style of interviewing, Barker developed a provisional outline topic guide, but was flexible in terms of the way she asked her questions, and the order in which she asked them.

- Participant observation: In order to deepen her understanding of the church, how it was organised, and who its members were, Barker actually spent six years residing in various centres in a number of different countries. During this period, she followed three phases of participant observation-based study: a ‘passive’ phase of watching and listening; an ‘interactive’ phase of engaging in conversation to learn the concepts and language of the church and its members; and an ‘active’ stage where, having learned the social language, she could challenge and debate to understand better the essence, life, and organisation of the church.

- Questionnaire survey: In the course of developing an understanding of her initial research questions (through her interviews and participant observations), Barker became sufficiently confident in her studies to begin to devise more structured questions. She then designed a large questionnaire that was sent to all English-speaking members in Britain, and some in other countries.

One of the key issues for the social science researcher to learn from this study is that the qualitative research approach is a style of research; it may involve more than one particular research method or technique, and often the research follows an iterative process. Here, Barker uses a combination of methods to gain cumulative insights into the life of the Unification Church and of its members. And the insights gained from one method in her study informed the development of other methods – in particular, the questionnaire survey was informed by the participant observation aspect of her project.
**Maurice Punch ‘Observation and the Police’**

In his study of the police in Amsterdam, Punch was interested in examining their ‘social’ role – in particular, how they interacted with the public, and how individual police officers themselves defined their role. He claimed that as they are a particularly secretive and secluded part of the criminal justice system, participant observation would be the only method that would fully enable researchers to appreciate policing:

> The essence of uniformed police work is relatively solitary patrolling, free of direct supervision, with a high degree of discretion in face-to-face interaction with the public, and with decision-making behaviour that is frequently not reviewable ... Only observation can tap into that initial encounter on the streets, or in a private dwelling, with all its implications for the individual citizen concerned and for his potential passage through the criminal justice system. (Punch 1993, p.184)

Furthermore, Punch provides a series of detailed examples as insights into the possibilities that participant observation has as a method for social researchers:

> I could follow radio messages, conversations between policemen, and verbal exchanges during incidents. Additionally I could read the extensive documentary material in the station – telegrams, the station diary, reports, charge sheets, ‘wanted’ notices, telex messages etc. (Punch 1993, p.187)

These examples also indicate what conducting participant observation studies actually entails. The approach involves more than just observing action and interaction; instead it is a flexible research approach that involves using a variety of different methods and sources of data in order to aid the construction of a picture of the world according to the group or organisation under investigation.

In the course of his research, Punch notes that it was necessary for him to become involved in a social relationship with the police officers he was observing – to establish a rapport with them. This was crucial for his study; without such a relationship, he would be incapable of convincing the officers that they had nothing to fear from revealing their world to him, and the part they had to play in it. Perhaps not surprisingly, such an approach raises the possibility of going native – of over-identification with the police officer’s role:

> I had a strong identification with the work of the patrolmen. I considered them my colleagues, felt a unity with the group, and was prepared to defend them in case of physical (or intellectual) attack. (Punch 1993, p.191)

Elsewhere, he again raises the issue, and in doing so reveals the implications that this issue has in terms of his ability to conduct his research in an objective and credible way:
The more I was accepted the more they expected me to act as a colleague. In my willingness to be accepted by the policemen I over-identified perhaps too readily and this doubtless endangered my research role. For the patrol group is a cohesive social unit and the policeman’s world is full of seductive interests so that it is all too easy to ‘go native’. (Punch 1993, pp.195–6)

As Punch carried out his research, it became increasingly clear to him that the police officers that he was studying were modifying their behaviour somewhat in order to shield some aspects of their ‘world’ from him. Such behaviour represents a real threat to a research project, as it undermines the ability of a researcher to record accurately complete details of the field that she or he is studying. In formal research terms, this issue is referred to as reactivity. Punch observes that it was only as rapport and trust developed between himself and the police officers that he came to learn that his initial observations were based on only a ‘partial picture’ of the data:

I went to Hans’s flat for a celebration and several policemen began talking excitedly about corruption. I learnt a lot more in that evening, thanks to the liberating effects of alcohol, than in all my field-work … a subterranean police culture which had largely escaped me suddenly emerged … Hans and Tom explained, ‘How much do you think you found out when you were with us? You wrote somewhere that you thought we were open-hearted. Well, we only let you see what we wanted you to see. You only saw about fifty per cent. We showed you only half of the story. (Punch 1993, pp.192–3)

A final issue illuminated by Punch’s paper concerns the ethical aspects of his study. In one notable episode, for instance, he recounts how he was asked on at least one occasion to hold the gun of one of the police officers and restrain people suspected of having committed a crime. It became almost routine for him to perform policing duties without the authority actually to carry these out:

More and more I became involved in a participant role. I chased people, searched people, searched cars, searched houses, held people, and even shouted at people who abused my ‘colleagues’. (Punch 1993, p.191)

John Goldthorpe et al. ‘The Affluent Worker in the Class Structure’

This was a study of a group of upper working-class manual workers based at the Vauxhall Motors plant in Luton during the 1960s. It was conducted in the aftermath of the British Labour Party’s third successive electoral defeat in 1959, which led many commentators to argue that a process of ‘embourgeoisement’ was taking place, largely as a result of the growth of an increasingly affluent working class, and its apparent adoption of middle-class values and lifestyles. However, Goldthorpe and his colleagues were among ‘those who regarded the thesis of the worker turning middle class with some marked degree of scepticism, or who at any rate,
could see a number of serious difficulties in the thesis as it was being presented’ (1969, pp.23–4).

The authors opted for a qualitative research design – an intensive case study approach using both qualitative and quantitative methods that they hoped would yield considerable detail about the social lives of working-class people in Britain:

Our intention, then, was to bring together data which pertained both to attitudes and to social behaviour and relationships, and to cover work and non-work milieu alike; the ultimate aim being that of forming some idea of the total life-situations and life-styles of the individuals and groups we studied. (Goldthorpe et al. 1969, p.31)

The immediate dilemma facing the authors is one that confronts all researchers intent on using case studies in qualitative projects. And that is, how to select a case study that would enable Goldthorpe and his colleagues to make broad generalisations about the new ‘affluent’ working class? From their literature review, they set up certain criteria which they considered might serve as measurable indicators to test the embourgeoisement thesis empirically. These included (Goldthorpe et al. 1969, pp.32–3) that:

- the population of workers should be relatively affluent, economically secure, physically mobile, and consumption minded,
- they should work in an industrial setting with advanced technology, ‘progressive’ employment policies, and harmonious industrial relations,
- their community should be characterised by its relative newness, instability and ‘openness’, it should be socially heterogeneous, and economically expanding.

The author opted to select an ideal case that would be as favourable as possible for the confirmation of the embourgeoisement thesis. Their rationale for this sampling method was that should the thesis be confirmed through their data, then they would have detailed material about workers undergoing a process of class transformation. By way of contrast, should the thesis not be confirmed by the reality of working-class life in this most affluent of contexts, it would serve to undermine the argument that embourgeoisement was occurring across British society as a whole. This is similar to a theoretical sampling method using the critical case approach, in which settings (or people) are chosen for investigation precisely because they offer the researcher the clearest insight into the topic being investigated; there is no attempt at random probability sampling here, but rather the strategic selection of cases. This theoretical sampling method is outlined in the next section of this chapter.

A further important issue that readers should consider when studying this book is the researchers’ use of sampling methods. Their sample of workers was based entirely of men. Their study might therefore be criticised for contributing to the relative ‘invisibility’ of women in social science research, especially in relation to studies of social class. It might be argued that such an approach assumes that
women have no class at all, and that their role is dependent on their male partners. The questioning strategy employed might also be criticised on the same grounds. For instance, 7.(a) (section 1) of the interview schedule asks, ‘What sort of work does your father do or what was his last job, if he is no longer alive or retired?’ Elsewhere in section 3, question 3 asks, ‘How many of the men who work near to you would you call close friends?’ In neither of these two questions (nor indeed elsewhere) is there any reference to women, perhaps presupposing that women were not in paid work – or perhaps reflecting the gender division of (paid) labour in British society at that time.

One issue that the authors do acknowledge is in relation to representativeness. Theirs was not a random probability sample of the population, but included (male) workers chosen from only the major departments in the workplaces. As a consequence, some of the assembly workers were under-sampled. However, readers were left with a reliance upon the assurances of the authors who claimed that these workers did not differ in terms of their characteristics from workers in other departments.

**Defining qualitative research**

There is some disagreement about how to define a qualitative style of research. Perhaps the easiest way is to begin with what researchers do, and how this distinguishes them from researchers using other approaches. From this point of view, qualitative research has several important features. It involves:

1. The study of one or a small number of cases, often over a lengthy period of time (certainly days, but as we have seen from Barker’s study of the Unification Church above, perhaps even years!). In organisational research, for instance, studies frequently focus on a single agency, or a small number of departments, or employees within the agency. In educational research, the focus may be on a single school, or perhaps a number of classrooms, teachers and/or pupils within a particular school.

In this context, the data collection process is characterised as being intensive; very detailed study involves the collection of large quantities of data from a small number of informants and settings. Research sites and participants are typically selected using theoretical sampling or snowball sampling. With snowball sampling, researchers aim for typicality rather than generalisability through their sampling strategy. However, while the principles of representativeness and generalisability that are generally applied in quantitative research are not appropriate for qualitative research, theoretical sampling, in which research participants and research sites are selected based on their relevance to the theoretical focus of the research, does allow for a degree of generalisation (Definition 7.1). While the
quantitative researcher’s concern lies with obtaining a statistically representative sample, a qualitative researcher employing theoretical sampling is focused on the representativeness of concepts in the research, and of being able to access the social processes in which she or he is interested. In that theoretical sampling leads to the selection of respondents where the phenomena in which the researcher is interested are most likely to occur, generalisation also follows a theoretical logic – with ‘the generalisability of case to the theoretical proposition rather than to populations or universes’ (Bryman 1988, p.90). Indeed, as Mason (1996, p.6) has argued, good qualitative research always aims to achieve ‘wider resonance’ rather than be content with findings that are ‘idiosyncratic or particular to the limited empirical parameters of the study’.

**Definition 7.1 Qualitative sampling**

In qualitative research, ‘the researchers’ primary goal is an understanding of social processes rather than obtaining a representative sample’ (Arber 1993, p.73). Settings and participants are selected using snowball sampling and theoretical sampling. Snowball sampling is used where there is no obvious list to refer to in order to generate a participant base for a study. It relies on the researcher obtaining a strategically important contact who can recommend other possible participants who might be approached to take part in the study.

Theoretical sampling is:

> Entirely governed by the selection of those respondents who will maximise theoretical development. The sampling should aim to locate strategic data which may refute emerging hypotheses. Sampling stops when ‘theoretical saturation’ is reached, that is, when no new analytical insights are forthcoming from a given situation. (Arber 1993, p.74)

This approach is in stark contrast with quantitative research studies using questionnaires for instance; these are designed to investigate much larger numbers of cases, but which collect data for much shorter periods of time on each case.

Hakim (1987, p.28) has provided an interesting way to distinguish these two approaches:

If surveys offer the bird’s eye view, qualitative research offers the worm’s eye view.
Look again at the discussions concerning the selection of cases in both Chapter 3 and also the section on sampling for survey research from Chapter 6. As you do so, remind yourself of the different approaches to sampling that are available to the researcher.

2. The adoption of a wide initial focus at the outset, rather than the testing of narrowly defined hypotheses. Qualitative researchers tend to begin with no more than a rather general interest in some type of social phenomena or issue. It is only during the course of data collection and analysis that researchers narrow down their research problem and begin to formulate and test hypotheses. Thinking back to the discussion of Eileen Barker’s study reviewed earlier in this chapter, the transition to the ‘active’ stage of her research was only possible because of what she previously learned through her ‘passive’ stage.

A commonly used approach is the method of ‘grounded theory’ developed by Glaser and Strauss (1967). Essentially, the researcher begins with a general problem that she or he would like to explore, conducts the fieldwork, examines this by looking for relationships and patterns in the data, and then turns to theory to try and explain any patterns. In this way, theory emerges from the data. The general strategy might be defined as a ‘research-then-theory’ strategy. It adopts an iterative process, in which analysis takes place while the data is being collected rather than after it has been gathered. The grounded theory approach is outlined in detail in Chapter 8.

3. A range of types of data is employed, not just one. Results from observations and/or unstructured interviews are usually the main sources of data, but use may be made of public and private documents and even of official statistics and questionnaire data. For instance, an investigation into declining employee morale at a particular workplace may involve the researcher conducting observations, in-depth interviews, questionnaires, analysing internal memoranda, and examining minutes of meetings. The guiding principle here is that utilising such an apparently eclectic set of methods and data places the researcher in a relatively strong position to develop a holistic account of the issue. (You might want to remind yourself about what is involved in using a combined methods approach, by referring to Chapter 1.) In combination, these methods might enable the researcher to:

- monitor the extent of declining workplace morale;
- identify the range of possible situational and contextual factors that may play a part in the trend;
• observe the relationships that exist between employees;
• develop an understanding of how employees experience work;
• examine how the organisation has previously approached the issue, what steps it has taken in the past to resolve it, and the impact of these approaches.

Such a research strategy contrasts with quantitative research work, which tends to rely on only a single source of data.

4. Minimal pre-structuring of the data that is collected. It is for this reason that the observations and interviews used by qualitative researchers are often referred to as ‘unstructured’. On the basis of their observations, qualitative researchers usually write fieldnotes in which they try to describe what they have seen and heard in detail, rather than entering with a list of categories and ticking those off when they observe instances.

Similarly, the questions that researchers ask in interview will usually be open-ended. They will try to note down exactly what informants say, rather than interpreting the responses in terms of predefined answers. In addition, observations and interviews are often audio- or even video-recorded.

In summary, categories for structuring and analysing the data are developed in the course of data collection and analysis, rather than beforehand.

5. The reporting of qualitative research data generally in the form of verbal descriptions and explanations, with quantification and statistical analysis taking a subordinate role at most. See Example 7.1 for a description of the approach taken in integrating qualitative data in the analysis of research findings. As you read through this extract taken from the authors’ Youth and Politics project, note how direct quotation is used to illuminate issues dealt with in the commentary, as well as the rather liberal use of such quotations that is made.

Example 7.1 Reporting qualitative interview data (from Henn et al. 2002)
A consistent message expressed in all of the focus groups, was that politics is not aimed at young people. This reflects the findings of much previous qualitative research (Bhavnani 1994; White, Bruce, and Ritchie 2000) that suggests that if young people appear to exhibit a lack of engagement with politics, it is because they perceive the world of formal politics to be distant from their lives, and broadly irrelevant – that politics has little meaning for them. A common complaint was that ‘there is no encouragement for us to take an interest’. An overwhelming majority of the participants agreed that if politics were targeted more at young people, then they would take a more active interest:

(Continued)
All politicians complain that they are not getting through to the younger generation, but they don’t give the younger generation any real reason to be interested in politics. Young people choose to exclude themselves because they find no connection with themselves [and politicians].

There was a general consensus that political parties were at least partially responsible for any youth apathy that might exist, because they persistently failed to actively encourage young people to take an interest in politics: ‘they don’t give us any incentives to want to know about it [politics]’. As a consequence, the focus group participants were concerned that young people were generally ‘encouraged to be passive’. The point was frequently made that, instead of blaming young people for a lack of interest in politics, politicians and political parties should take the lead both in trying to connect with young people, and in finding ways to transform politics into a more engaging and meaningful process and activity. At present however, they were criticised for both failing to target their communication towards youth, and for consistently ignoring ‘youth’ issues. Ambivalence to ‘formal’ politics was therefore less an indication that young people were apathetic or naturally disinterested in politics, and more a product of their frustration that their views and desires would not be addressed by politicians and officials. Some adopted a fatalistic approach, symptomatic of a general mood of powerlessness:

- ‘Why bother – we’re never really going to change things’
- ‘I’m not going to change their mind’
- ‘We’ve got no interest because we don’t think there’s going to be any change. If we thought there was a chance to change [things] we’d probably be interested’.

How is qualitative research conducted?

Qualitative research as a style of enquiry uses a wide variety of methods of data collection. As we have seen, the two most commonly used qualitative methods in social research are in-depth interviews and participant observation.

In-depth interviewing

There are essentially two types of qualitative in-depth interviews. The first approach involves one-to-one interviews in which individual respondents are questioned at length about a particular issue, experience, or event. The second
method uses group discussions (or focus groups) which are designed for those who want to assess how several people work out a common view, or the range of views, about some topic’ (Fielding 1993b, p.141).

There are two broadly different approaches to the way in which data from qualitative interviews may be read. The first, which Silverman (2000, p.122) refers to as a ‘realist’ approach, treats ‘respondents’ answers as describing some external reality (e.g. facts, events) or internal experience (e.g. feelings, meanings), as if such data provides factual accounts of people’s lives. An alternative ‘narrative’ approach ‘treats interview data as accessing various stories or narratives through which people describe their world ... [where] interviewers and interviewees, in concert, generate plausible accounts of the world’ (Silverman 2000, pp.122–3).

What is central to in-depth interviews, regardless of how the emerging data is perceived, is that they provide qualitative depth by allowing interviewees to talk about the subject in terms of their own frames of reference. In so doing, the method enables the interviewer to maximise her or his understanding of the respondent’s point of view.

Critics of the qualitative approach would argue that the closeness between the interviewer and interviewee that occurs in such interviews implies that the method is inevitably a subjective one that lacks scientific rigour. The informal ‘conversational’ process, it is argued, provides too much scope for the interviewer to influence the interviewee’s responses, in terms of:

- revealing their own views on the matter;
- the questioning style used;
- the body language displayed;
- the behaviour and conduct throughout the interview.

However, researchers conducting qualitative-based studies can make use of procedures to increase scientific rigour and systemise their general approach. Issues such as observing over multiple sites and the tape-recording of interviews are addressed later in this chapter. There are equally well-established methods for rigorously analysing data that are considered in Chapter 8.

Many qualitative researchers would also counter the criticisms mentioned above by asserting that it is not possible to achieve absolute objectivity in research. To condemn qualitative in-depth interviews in this way is to ignore the reality that all research is subjective; indeed, quantitative research designs are influenced by the values and assumptions of those who commission and conduct the research in terms of:

- the questions asked (and by implication, those that are not);
- the target group(s) and setting(s) selected for study;
- the research methods used;
- the methods of analysis that are used;
- the emphasis that is given to certain aspects of the data in the analysis of findings (and by implication, the downgrading of other data);
In-depth one-to-one interviewing

Unlike structured interviews, qualitative in-depth one-to-one interviews are open-ended, using interview schedules or aide-memoires, rather than carefully crafted pre-structured questionnaires. The intention is therefore to capture the point of view of the respondent rather than the concerns of the researcher.

Such in-depth one-to-one interviews are designed to explore issues in detail with the interviewee, using probes, prompts, and flexible questioning styles (both in terms of the ways in which questions are asked and the order in which they are delivered). In many respects, qualitative semi-structured or unstructured interviews are conducted in situations where the researcher’s intention is to share control of the data gathering exercise with the respondent, to allow the respondent to craft her or his own account of the matter in question, rather than to gather highly structured data which can be directly compared to the results from interviews held with others. The use of probes and prompts in qualitative interviews enables the researcher and the respondent to enter into a dialogue about the topic in question. This can be helpful in that the researcher and the respondent are given the opportunity to query questions and answers, and to verify that they have a shared understanding of meaning.

Significant latitude is given to the respondent in the shaping of the interview agenda, and she or he is provided with the opportunity to discuss the topic using the respondent’s own frame of reference, own language, and own concepts; this is important, as one of the major concerns of researchers conducting exploratory research is to uncover issues and concerns that they themselves had perhaps not previously thought of, or had little knowledge of or understanding about. These interviews therefore allow respondents to lead the researcher into exploring relatively uncharted terrain. Using this method, respondents are also encouraged to provide examples in order to ground their narrative. For an example of the questioning strategy used in a qualitative in-depth interview, see Example 7.2.

Example 7.2 An interview schedule for in-depth one-to-one interviewing (from Weinstein 2005)

As an example of the questioning strategy used in qualitative interviews, consider the interview schedule below. Notice how the questions are written out in full, but unlike structured questionnaires, there are no pre-arranged answers. Instead, prompts and probes are used to encourage the respondent to elaborate, qualify and expand upon their answers, and to provide examples as evidence.
A related feature of this approach is that interviewers will aim to develop some form of social rapport with respondents; ‘In any project involving unstructured interviews, the relationship between the researcher and those who are researched is crucial’ (Burgess 1984, p.107). This is considered an essential requirement for this method. Firstly, without such a rapport, it is difficult to convince respondents to participate in the interview, and to talk fully and frankly about the issues addressed. Secondly, many researchers – and in particular feminist researchers – would argue that developing such a relationship, as part of a wider humanist interviewing approach, assists in reducing unequal power relations in the research. Mies (1993, p.68) for instance argues that ‘the vertical relationship between researcher and “research objects”, the view from above, must be replaced by the view from below’. Here, interviews are less formal and less structured, and invite the
interviewee to take part in setting the agenda. There is also a shared exchange of information, rather than the one-way extraction of data implied (according to critics) by the highly structured (and hierarchical) survey-type quantitative interviewing method (Finch 1993, p.167).

Wherever possible, qualitative interviewers will tend to aim to reach agreement with respondents to tape the exchange. This serves several purposes. It enables the researcher to capture a full transcript of the interview which is considerably more difficult when reliant on note-taking. This also frees the researcher to reflect more carefully on the course of the interview – to think about the responses given and to plan the next line of questioning, and also to take reflective notes and comments about issues raised in the interview that might fruitfully be returned to at a later stage. Researchers should also take notes on any interesting non-verbal data, such as body language and any particular episodes or events that occur during the course of the interview that may have a bearing on how the data should be contextualised and understood. Data from tape-recordings can also be open to public inspection by others, providing opportunities for interested peers to scrutinise and either validate or challenge reported findings and interpretations. This will also significantly increase data reliability. Making tapes and full transcripts publicly available also enables others to check that interviews have been conducted in a professional manner, with data that faithfully represents the voices of respondents rather than reflects the values and biases of a manipulative researcher.

Activity 7.1 The interview schedule

Design a qualitative interview schedule (for a one-to-one interview) for a subject that is of interest to you in your research. This may be related either to your academic study, or to an issue at work or in your community that you would like to address. Write out a clear introductory and explanatory statement that will serve the purpose of 'opening up' the interview. Next, design a series of open-ended questions to address the issue in some depth for a 5–10 minute unstructured interview.

Focus groups

Qualitative interviews that are held with a group of participants (a focus group) are done so with a different purpose in mind than are those held with just one respondent. The central purpose for both is to collect data that accurately reflects the thoughts, feelings, and opinions of respondents; however, in focus groups the intention is to stimulate discussion among people and bring to the surface responses that otherwise might lay dormant. Such discussions may enable participants to clarify their views
and opinion positions or, on the basis of engaging with others, to articulate more clearly than they otherwise might. The interactive dynamic is therefore considered to be a crucial element of the focus group approach. The interviewer (or moderator) will use a variety of techniques to encourage respondents to debate topics and issues, to challenge opinions expressed by others, to identify areas of consensus and disagreement, and to collect examples with which to illuminate concepts.

The membership of focus groups is usually determined by some shared attribute among participants. This might be an experience, a known opinion-position, a socio-demographic characteristic, or some other variable. Thus, some form of theoretical sampling method is used in the selection of focus group membership so that a degree of homogeneity is evident. This is important: too much difference and heterogeneity and the focus groups may become unwieldy and unmanageable; by contrast, where participants in a particular focus group share an important attribute, it is possible for the researcher to identify shared positions (and areas of disagreement, or potential discrepancies), and contrast broad group opinions with those emerging from other focus groups whose membership is based upon an alternative attribute. See Example 7.3.

Example 7.3 Focus group memberships
(from Henn et al. 2002)

In this study of young people’s political attitudes, respondents’ levels of political engagement were identified through responses to questions asked in a questionnaire. The questionnaire results indicated that there appeared to be two groups holding very different opinions about the way politics operated in Britain – one group that we labelled ‘political enthusiasts’, and another that we called the ‘political sceptics’. We decided to hold separate focus group discussions for each with a view to understanding why these young people held such different views. The questionnaire survey also indicated that views differed according to several other important factors too, and this informed our decisions to hold focus groups with young people who were still in full-time education, those in work, those who had expressed postmaterialist value-positions (such as concerns about the environment and animal rights, anti-militarist positions, and solidarity with people living in developing countries), and a control group comprising a general mix of young people.

In focus groups, the role of moderator is to encourage participants to discuss topics, to challenge opinions expressed by others, and to identify shared positions. To stimulate discussion, a variety of data collection methods may be used. Moderators will aim to gauge reactions to specific questions asked from a general topic guide, but may also use sentence completion exercises and visual aids such as
show cards, leaflets, newspaper clippings, and videos. Example 7.4 gives an example of a focus group interview schedule used in a study investigating young people’s views about voting, and makes use of several techniques for this purpose.

### Example 7.4 Extract from focus group schedule (from Henn et al. 2002)

**C. VOTING**

(20 minutes)

There is growing concern about the decline in the numbers of young people voting.

**SHOW PRESS HEADLINES HERE**

i. Do you think it is important to vote? What makes you say that?

**SENTENCE COMPLETION**

A. Now that I have had an opportunity to vote, I feel …

Ask participants to share what they have written, and to talk about it.

ii. Do you always vote (if not, why don’t you?)

**SENTENCE COMPLETION**

B. I would be more likely to vote, in the future if …

Ask participants to share what they have written, and to talk about it.

iii. Which of the following do you think would encourage you personally to vote?

iv. And which would encourage young people in general to vote?

**SHOW CARDS**

- Allowing voting in Supermarkets
- Allowing voting by telephone
- Allowing voting through the Internet
- Campaigns to raise awareness (SHOW ‘Stick it in the Box’ and ‘Rock The Vote’ leaflets)
- Making voting compulsory
- Lowering the voting age from 18 to 16
- Forming youth/school councils, etc (EXPLAIN)
As with one-to-one interviews, focus groups are usually taped. Participants should not be asked for their consent to this at the meeting itself, in case there are objections which, if not handled carefully, might result in mass abstention by the attendees. Instead, agreement for the tape-recording of the session should be made in advance of the meeting by informing participants about how the session will be conducted.

Where it is possible, an assistant moderator (AS) should be asked to help in the focus groups. The role of the AS is likely to be varied, but will include, for example, ensuring operation of the tape; it is very easy for the moderator to become so immersed in the focus group discussion that she or he forgets to switch the tape when it finishes recording, and the AS has a crucial role in taking responsibility for such practical matters. If you are able to organise an AS to help in the focus group, you might ask the AS to complete a fieldnote reporting form (see Example 7.5). Here, the AS produces a summary of the focus group discussion and group dynamics. This should include any notable quotes and any terms participants spontaneously use that might be new to the researchers. The AS should also make careful reference to any major events that occur during the course of the discussion, such as expressions of friendship and agreement, noting how participants respond to particular points of view that are expressed – including gestures, facial expressions, posture, and so on. The AS will also aim to make note of which topics seem to generate particular controversy, or general confusion, or little response from participants. Finally, it is useful if the AS finishes each section of the discussion and the full focus group session itself by providing a summary. The fieldnote reporting form may serve this purpose. By asking for participants’ responses to this summary, researchers may verify for the purposes of ensuring data validity that they have captured the full meaning and essence of the discussion; such summaries also enable the researchers to ask for any final further insights from respondents to clarify and expand upon the data.

**Example 7.5 Fieldnote reporting form**
*(from Henn et al. 2002)*

<table>
<thead>
<tr>
<th>Brief Summary/Notable points</th>
<th>Notable quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not informed about politics. Politicians’ lack of encouragement of young people. Politics is not accessible, and nor is it inspiring. The media use stereotypes,</td>
<td>If there is apathy, it’s the politicians’ (fault) for not telling us enough about politics. All politicians are the same, so does it matter if you don’t</td>
</tr>
</tbody>
</table>

*(Continued)*
and some people then conform to this stereotype. This reinforces the media stereotypes. There is a snowballing process. Young people are ignored by politicians, who do not target their communications at youth ....... the language used by politicians is alienating. There is a layer of youth that is apathetic (lack of agreement here) ...... partly this is because people are not sufficiently educated about such matters to understand politics and to then take part in it (i.e., through voting). There is no independent information on the parties – only info from the parties, and this is only communicated immediately prior to elections. But it is not only youth who take a battering by the media – people generally are accused of being apathetic politically.

Comments/ Observations

Focus groups can be difficult to manage. There is always a danger that in seeking to maximise the involvement of all participants in the discussion, some will see this as a signal to exert themselves in an attempt to attain a position of relative dominance to the exclusion of others. The moderator therefore needs to anticipate how to manage such a situation, to skilfully close down dominant talkers and involve all members without offending. There are questioning techniques available for this purpose (see Example 7.6 for instance), but the key to managing the group dynamics of a focus group is to explain the ground rules for the session at the outset, before the discussion has taken place. Here the moderator can explain in advance why she or he may at times need to ask some participants to curtail their contribution to allow others to offer views and observations to maximise the range of views recorded. See Example 7.7 for a description of how to establish the ground rules at the beginning of a focus group session.
Example 7.6 Some useful questions or phrases (adapted from Krueger 1994)

Keeping to the point:
'That's an interesting point – we'll perhaps talk about that later'

Dominant talkers:
'Thank you X. Are there others who wish to comment on the question?'
'Does anyone feel differently?'
'That's one point of view. Does anyone have another point of view?'

Rambling respondents:
Discontinue eye contact after 15–20 seconds (the Assistant Moderator should do likewise).

Views: Intensity and Dis/agreement:
'That's a very clear view, now does anyone else agree with that? Why? How strongly do you feel about this?'
'And does anyone disagree with that view? Why? How strongly do you feel about this?'
Or
'Does anyone see it differently? Or, are there any other points of view?'

Sometimes ask the questions in turn to participants

Ending questions:
'All things considered. Suppose you had one minute to say what you considered to be the most important issue facing young people today, and why. What would you say?'

Give periodic summaries (to include all views – including minority ones)

Silence:
Often the best question is no question! Simply waiting for a response allows those who need more time to formulate an answer, or those who are uncertain, to do so

Probing and Prompting:
Try 5-second pauses (coupled with eye contact) after questions – gives respondent the opportunity to elaborate/additional points of view.

Probing:
'Would you explain further? Would you give me an example of what you mean? Would you say more? Is there anything else? Please describe what you mean? I don't understand.'
**Example 7.7 An example introduction to focus group session (from Henn et al. 2002)**

1. **Welcome. Introductions**
2. **The purpose for our research**
3. **You were selected because you have certain things in common (details about the organisation of the focus groups/analytic rationale – 6 groups, and composition of each)**
4. **Explanation of the recording procedure and what will happen to the recording (prevent need to take notes). Be brief here, and move quickly to ...**
5. **Statement about confidentiality – first name basis, but when we write the report, no names will be attached to your comments. Be brief here, and move quickly to ...**
6. **Purpose of the two Assistant Moderators**
7. **Incentives paid at start of the session, and travel expenses at end**
8. **No smoking**
9. **Turn off mobile phones**
10. **Finish time**
11. **Rules for participants**
   - Make clear that this is a group discussion ...
   - Views of all participants need to be heard – we value (and would like to hear) all views, regardless of how obvious they may seem, or how unusual
   - There are no right or wrong answers, but rather differing points of view. We would like to hear all your views
   - We recognise some will have less to say/be more reluctant to talk than others
   - The session is not about argument, but uncovering views/stances and positions/perceptions
   - Nevertheless, feel free to elaborate/give examples/contradict the thoughts and views of others
     - So please, speak up so that we can hear you clearly, and for the tape
     - Please don’t speak over each other, so let one person speak at a time
     - I will play the referee and try to make sure that everyone gets a turn
     - So, don’t worry about what I think or what your neighbour thinks – we’re here to exchange information and have fun while we do it!
     - Why don’t we begin by introducing ourselves. X, why don’t you start, and we’ll go around the table and give our names and a little about what we enjoy doing – perhaps a hobby or activity
   - **Don’t ask participants if they have questions before we start – this is very risky**
Activity 7.2 The focus group schedule

Design a focus group schedule on the same subject that you selected for Activity 7.1. Think about your opening remarks and your ‘ground-rule making’ and write these out. Think also about how to design a questioning strategy that will engage your participants so that they feel stimulated to contribute fully to the focus group session – you may want to use a variety of questioning techniques and visual aids. Next, design a series of open-ended questions to address the issue in some depth for a 30-minute session.

Ethnography and observations

Apart from in-depth interviewing, the other major method that is used by qualitative researchers is ethnography – the study through observation of institutions, cultures, and customs. The researcher will aim to investigate an institution, group, or setting that is relatively under-researched and about which relatively little is known. The ethnographic approach is used for this purpose, to enquire systematically about the world people see, and to develop theories about the social world. This is an important point to note. Researchers undertake ethnographic studies to see the world in a new way from the point of view of the people under investigation, not just to confirm their preconceptions about a particular issue or group (or organisation) that they are studying. This involves looking hard at all aspects of what is going on, not picking out one or two events and using them to confirm taken-for-granted views about the nature of the social world. Thus, the ethnographer does not just observe and record the unusual or ‘extreme’ behaviour, but joins in the everyday activities and life of those who are being studied.

The researcher observes social interaction, and talks informally with group members, aiming to acquire cultural knowledge and identify and make sense of patterns of social interaction in people’s natural environment. This style of research is often referred to as ‘naturalistic’ (Hammersley 1992b, pp.163–5), and assumes that the study of people’s behaviour can only be conducted in situations where people do not feel under surveillance. The task of the researcher therefore is to observe people in a sensitive and unobtrusive fashion. Usually, this involves spending time in the field, so that the researcher gains acceptance among the community that she or he is investigating. As Bernard puts it, ‘Hanging out builds trust, and trust results in ordinary conversation and ordinary behaviour in your presence’ (1994, p.152). This is important, as it helps to create the conditions necessary for both the researcher and the researched to gain a natural closeness and mutual trust that is free of self-consciousness and the dangers of behavioural adaptation that may occur in situations where people feel ‘examined’ by others.
This potential threat to validity – or reactivity – was described earlier in this chapter in the section that reviewed Punch’s work with the police in Amsterdam, and is considered in more detail in the pages that follow. On the other hand, where a researcher is drawn too deeply into the group under observation, then validity is threatened by the researcher over-identifying with the group and going native. In situations where this happens, the objectivity of the study may become compromised.

Acquiring acceptance within a community provides the researcher with the potential to become fully appraised of and conversant with the culture in question. It is only when the researcher achieves such a status that Verstehen – an empathetic understanding of the lived experiences of people in their natural settings – can be achieved. Thus the researcher, when elevated to insider status, can ask questions for the purposes of gaining understanding and clarification of observed behaviour without fear that people will consider the questions prying and obtrusive, answering in a guarded and suspicious manner. In sharing over time the work and associated experiences of the machine shop workers that he was investigating, Roy (1952) gained an understanding of the norms, codes, and culture of the group, and of the subtleties in which these operated. Through such participant observation, he learned the meanings of behaviour and language that an outsider would find difficult to access. Thus, the phrase ‘don’t rupture yourself’ was not issued as a concern that a colleague was in danger of doing himself a physical injury; rather it was a request to work to a pace that conformed to the working patterns of his ‘colleagues’. Similarly, Corrigan’s acceptance by the ‘Smash Street kids’ (1979) in his ethnographic study of their life and school experiences enabled him to gain a sensitivity to the field, and an appreciation of the children’s codified language and concepts and of their meaning. It is only through acquiring understanding of such language and concepts that researchers are able to engage in exchanges with group members that are natural and result in Verstehen; without such understanding, the researcher is likely to remain an outsider, unable to appreciate fully the subtleties of language and behaviour of the people in question, and ultimately incapable of fully tracing the cultural practices and world of the people under investigation.

Ethnography refers to more than just the process of observing; it includes holding interviews (either informal ‘chats’ or in-depth interviews with individuals or in group situations) whenever and wherever appropriate, and may include, for instance, the analysis of documents (such as organisational memoranda or personal documents). The ethnographic approach may also involve the use of quantitative methods such as questionnaires. For instance, in Corrigan’s (1979) study of school children, he employed a number of different research methods in unison, including for instance relatively structured questionnaires, qualitative interviews, observations, getting to know the pupils, ‘and just plain chatting’ (1979, p.14). Thus, the ethnographic researcher is a fieldwork pragmatist, flexible and resourceful in her or his approach to the use of whichever methods and sources of data are at her or his
disposal – qualitative or quantitative. The key is to ensure that the research approach is one that is appropriate for the research question and also maximises *Verstehen*.

The main research method associated with ethnography, however, is participant observation. As noted above, participant observation involves the researcher in becoming part of a group or situation that is being studied, although not necessarily as a member of that group. Earlier in this chapter, we saw how Barker (1984) spent a number of years ‘living’ with the Unification Church, while Punch (1993) participated closely in the day-to-day operations of the Amsterdam policing world. In both of these studies, the researchers adopted an overt approach in their research in which individuals and relevant organisations were informed that they were being studied. In other studies, researchers may be less open about their role and their purpose in conducting the research, preferring instead to adopt a covert role. For instance, Patrick (1973) essentially joined a Glasgow gang in order to build up an understanding of who the members were, as well as their motivations for taking part in what was often illegal, and occasionally violent, behaviour. Humphreys (1970) employed a disguised fieldwork role in his study of homosexual liaisons in public conveniences; he used deception by adopting the role of ‘watchqueen’ lookout so that he could observe the activities of these men. It is important to be both aware of and sensitive to the ethical implications of such covert approaches. Covert participant observation threatens to break important and agreed ethical research conventions. Researchers should pay careful attention to the issues that are raised in Chapter 4, as well as the particular code of conduct governing ethical research practice for their academic discipline or research area.

**Activity 7.3 Ethics and participant observation studies**

Look back to Chapter 4, and if necessary consult the ethical code of practice for your general field. Make a list of the ethical conventions that might be threatened by adopting a covert participant observation approach, and for each, explain briefly why you are drawing this conclusion. Are there any circumstances under which you think that adopting a covert approach might be justified? If so, think of some examples.

When conducting ethnographic studies using participant observation, the researcher is confronted by several practical questions. One of the most important decisions open to the researcher is selection of a site for study. Owing to time and
resource constraints, observations are often limited to only one or a small number of research sites, and as such the researcher should consider taking steps to ensure that this/these are typical of the many such settings available for study. The researcher will often find several possibilities, and the decision should be driven largely by the anticipated richness of data that particular sites offer. Beyond this, you as ethnographer should choose a setting that is relatively easier than others to gain access to, although preferably one that is not familiar, where you have no particular knowledge or expertise and where you are most open to record the unexpected. As Neuman states, ‘[i]t is easier to see cultural events and social relationships in a new site’ (2000, p.352).

Having selected a site for study, the researcher needs to gain physical and social access. Physical access refers to the process through which the researcher is able actually to enter the site. This may involve the participant observer seeking permission from a gatekeeper to enter a particular setting, such as a school or a hospital, and may require some negotiation. Inevitably there are political consequences in any such negotiation, and the researcher may have to cede some power and control over the research process – and may be required to compromise some aspect of the proposed research strategy. Social access requires the researcher to gain a vantage point through which she or he can view the world as it is seen from the perspective of the people being studied. Having physical access to a site is one thing, but if particular aspects of the life-world under investigation are kept secret from the researcher by a suspicious community, then the data acquired will at best represent only a partial account of the real world of the culture or organisation. It is imperative for the sake of Verstehen that the researcher gains acceptance within the community, and the trust of its members. Securing the support of a gatekeeper may help in achieving social access – unless the gatekeeper is viewed with suspicion by the community.

Finally comes the stage of recording the behaviour and events that form the basis of the research data. The ethnographer will aim to record data from her or his observations in the form of fieldnotes. These will be descriptive accounts of what has been seen and heard, as well as reflective analytic notes that focus on themes and patterns that emerge from the data, and also methodological observations such as ethical issues and field strategies. In general, researchers should aim to take full fieldnotes immediately after an observation session has been completed. Such notes should include details about the settings (perhaps maps or diagrams of rooms where the action has been observed), events, people’s behaviour, and talk. Notes will usually be recorded chronologically with full details about the date and time of the observed actions. They may also include initial impressions and thoughts about the fieldwork session, as well as interpretations and analytic observations. See Example 7.8 for a sample of full fieldnotes taken from a study of change in a small family business by Fletcher (1997).
Example 7.8 Full fieldnotes

Field/observation note from April 5th, 1995
Darren [General Manager] and Rob [Workshop Manager] were pulled into Lenny’s (Managing Director) office for a telling off about profits being down. It seems this month the business had a turnover of £170,000 but they made a loss of £2,000. Anyway, Darren took this on the chin because, according to Darren, Lenny ‘throws these wobblies from time to time’, but then he was hauled back in again after he had just been down to xx to get some new business. This time, Darren was so annoyed and we heard him shout, ‘Have you finished’ and then he left the room and went straight home. The next day Darren told Lenny that ‘he was well out of order’ and Lenny apologised. Lenny also apologised to Rob but Rob said, ‘don’t worry about me, it is Darren who is thinking of leaving’. And Lenny was shook up by this.

Field/observation note from April 30th, 1995
The girl from maternity leave (Anne) is back but this has caused some concern for Jane and Carole because they have been job sharing the receptionist role. Now Anne has come back (the girls were hoping she wouldn’t), this means that Jane will have to go back to a clerical role and Carole is no longer needed. Apparently Carole burst into tears this morning when she was told this. I was sitting in Darren’s office when Carole came in and sat down. Darren explained to her that things would not last forever and that changes were afoot. What this means is that Steve is going upstairs (into accounts) and that Anne has been asked to take his job, which means Jane and Carole can both stay on reception. But Darren tells her not to say anything. Later I go into the reception and Jane tells me something is afoot upstairs because Anne has been called in to see the Financial Controller. She is dying to know what is going on and tries to quiz me to see if I know.

At times it might not be feasible to take full notes as the action takes place, particularly when to do so might draw attention to your role as a researcher and result in people adapting their behaviour if they feel self-conscious; given that the purpose of such field observation studies is to record natural behaviour, such reactivity would undermine the whole process and contaminate the field data. In such circumstances, the researcher will need to devise strategies for taking jotted notes in more surreptitious ways such as short trigger prompts and key terms that can be expanded upon at a more convenient time as soon as possible after the close
of the fieldwork session. Lofland and Lofland refer to these as comprising ‘little phrases, quotes, key words, and the like’ (1995, p.90). The threat to validity that derives from this method of recording observations is that data may be lost in the process if the researcher is unable to recall important events and actions.

**Issues in conducting qualitative research studies**

There are a number of issues of central concern to practising qualitative researchers that must be addressed if the findings from such research studies are to be considered credible – and taken seriously – by readers.

**Validity**

Perhaps the most critical of these is whether or not the results from a qualitative research study accurately reflect the phenomenon under investigation. Validity concerns the extent to which observations and/or in-depth interviews achieve a close approximation to the ‘truth’ of a particular matter, whether that be respondents’ views or their action, whether or not ‘the researcher is calling what is measured by the right name’ (Kirk and Miller 1986: 69). Validity can be threatened in a number of ways, including ‘reactivity’, ‘subjectivity’, and ‘going native’.

**Reactivity**

People may consciously or unconsciously alter the way they behave or modify what they say if they are aware that they are being researched. This will most likely be the case if the researcher is studying a sensitive area. For instance, in a study of working relationships within an organisation, people observed may adjust their normal method of communicating with their colleagues, as well as their approach to them, if they are conscious that they are being observed by you. If this issue is not addressed, then it is likely to invalidate the data that you generate. The workplace relations that you record will not therefore be real-world ones; instead they will be those that the workers want you to witness.

One approach that might be used in an attempt to reduce this effect is to develop a rapport with those whom you are studying, and, in so doing, gain their trust. This requires investing considerable time and energy in your research, to develop an understanding with the research participants that they have nothing to fear from revealing their world to you. In her studies of clergymen’s wives, and of females running and using playgroups, Finch (1993, pp.167–74) discusses the process involved in developing ‘an identification’ and a ‘relationship’ with the participants in her in-depth interviews. Punch (1993, pp.188–9) recalls the long and arduous process through which he developed such a rapport with the Dutch police:
When the chance arose, I showed willingness to help. Sometimes this meant clearing up the canteen, making coffee, helping with English-speaking suspects or ‘customers’ asking about something at the counter, giving a hand to load a damaged motorbike into a van, sweeping glass off the road after an accident, searching a house, helping to lift a drunk off the street, and fetching take-away meals.

**Subjectivity**

Inevitably, the incidents and aspects of behaviour (in participant observation studies) or the views and experiences (in qualitative interviews) focused upon will be determined by what the researcher considers to be significant and worthy of study. The following elements of a qualitative research study are all governed by the choices made by the researcher, and to a great extent are the products of the researcher’s preconceptions and existing knowledge:

- the setting selected;
- the people studied;
- what is recorded and what is filtered out;
- the interpretations given to the data.

The researcher should be prepared to justify carefully the decisions taken with respect to all of these features of a qualitative research project. Not to do so would leave the researcher open to criticism from readers, both that the research design is subjective and that the results should not be taken seriously.

**Going native**

There are obvious dangers with qualitative research (particularly with participant observation, which will often take place over a prolonged period of time) that the researcher will develop too empathetic a view of a group studied through too close an identification with them. In such cases, this is likely to lead to a bias in the observations made and the interviews conducted, particularly in relation to the interpretations given to the data constructed. In such cases, ‘going native’ will present a distorted picture of the situation researched, or at the very least an uncritical position taken of the individuals (or group, or organisation) examined.

**Reliability**

When judged by the standards of reliability, qualitative research is often criticised both for lacking structure and system, and for an inability of researchers using this approach to generalise beyond a small number of cases. As we have seen in Chapter 3, Silverman (2000) has advocated an approach in which the qualitative research process should be systematised, with all fieldnotes and procedures...
documented so that other researchers may inspect them and if necessary repeat the research to check for accuracy.

Generalisability matters are considered to be problematic in small-scale qualitative research. Some qualitative researchers would claim that generalisability should not be considered a standard against which the credibility of a research study should be assessed:

For researchers doing (qualitative) work of this sort, the goal is to describe a specific group in detail and to explain the patterns that exist, certainly not to discover general laws of human behaviour. (Ward Schofield 1993, p.201)

However, notwithstanding this defence of qualitative research, Peräkylä (in Silverman 1997) argues that as case studies accumulate in a particular topic area, comparisons may be made to look for similarities and patterns in these varieties of settings; as a body of common trends and insights emerges, it may then be possible to generalise such observations to other settings, situations, and cases. Furthermore, some would argue that the concept of generalisability should be conceptualised differently for qualitative research studies: ‘generalisability (for qualitative researchers) is best thought of as a matter of the “fit” between the situation studied and others to which one might be interested in applying the concepts and conclusions of that study’ (Ward Schofield 1993, p.201).

Access

Often the researcher will have to negotiate access to the setting or people to be researched with a number of gatekeepers. For instance, a study of bullying at school may involve the researcher engaging in lengthy discussions and negotiations with a particular local education authority, the school governors, the headteacher, heads of departments, schoolteachers, parents, and the pupils themselves. The likelihood is that the researcher may need to compromise the research questions and/or general methodological approach in order to gain permission from these actors to conduct the research.

However, this issue of political constraint is one that confronts both quantitative and qualitative research studies.

Ethics

This is a particularly important issue in qualitative research where there is significant potential for misleading people, pretending to be genuinely interested, using contacts to gain confidential information, betraying confidences, and consequentiality. While physical harm may not be intended within a research design, psychological harm may arise at any time through the investigation of sensitive issues that may induce stress or anxiety.
The researcher must take whatever steps necessary to ensure that ethical conventions are not broken, respecting both those who participate in the study, as well as new generations of researchers whose tasks may be made all the more arduous if earlier researchers have damaged relationships in the field through insensitive and ethically unsound practice.

**Reflexivity**

One way of addressing these issues is to keep a rolling ‘critical log’ or ‘reflexive diary’ for all aspects of the research process, including:

- your values and assumptions, and the ways in which you observe that they may be impacting upon the research;
- the choices you make in the research (and your reasons for doing so);
- the strategies you develop in the course of the research;
- the various roles that you adopt;
- the relationships with the people you observe;
- any evidence of reactivity;
- the context of data collection (physical, social, and temporal) that you think may affect the data gathered;
- the processes of gaining access to the research field, the negotiations you make along the way, and the impact that this has on your initial research design and plans.

Henwood and Pidgeon (1993, pp.24–5) state that:

Naturalistic research acknowledges the ways in which research activity *inevitably* shapes and constitutes the objective of inquiry; the researcher and researched are characterised as interdependent in the social process of research.

According to this view, research is not a neutral and impartial activity, and researchers should document their role in the research process; ‘In building up such a set of documents the researcher is laying a “paper-trail” open up to external audit’ (Henwood and Pidgeon 1993, p.25).

**SUMMARY**

In this chapter, we have seen that the logic of qualitative research is to explore the meanings that people have of the world around them. This research approach favours small-scale but detailed and intensive study of the lives of people as they are really lived. As a consequence, the researchers’ objective in using this style of research is to construct an understanding of the social world from the point of view of those whom they are examining,
This emphasis on *exploration* contrasts with the quantitative logic of research that espouses *explanation* – a scientific approach which aims to identify which social facts are causally connected to the phenomenon under investigation. With the qualitative model of research, a researcher will usually aim to enter the field of enquiry with a relatively open search for meaning; she or he will eschew the use of highly structured a priori research questions in favour of an approach in which the researcher will search for questions, issues, and concepts that are important to the people or group being studied.

The methods that qualitative researchers tend to use are varied in character, ranging from in-depth personal or group interviews, through to participant observation. The defining characteristic of these and other qualitative research methods is that when compared to quantitative methods they are relatively unstructured. Perhaps just as importantly in understanding what is meant by a qualitative research approach is that it uses methods and sources of data, flexibly. So while the methods mentioned above are those that are arguably most commonly used in qualitative research studies, researchers working in this tradition are likely to use whatever other sources of data (such as minutes of meetings) or methods (including highly structured questionnaires) they consider are likely to assist them in their quest for understanding and meaning.

There are a number of issues that researchers must consider when using a broadly qualitative research approach if they are to convince readers and fellow professionals and academics that the findings from their study are credible and plausible. Chiefly, these concern issues to do with validity, access, ethics, and reflexivity.

### Chapter research task

**Exercise 1 Qualitative interview task**

Design a qualitative interview-based study on a topic of your choice. Produce an interview guide that focuses on this topic, sufficient for an interview of about 30 minutes in length. In addition:

1. Think about how you would identify your target population, justify why you intend to focus on this group, and explain how the thoughts you obtain from them are likely to be especially interesting for your chosen research area.
2. Discuss (and justify) your selection method for including members of this group in your study.
3. Describe how you would go about ‘finding’ members of this group.
4. Suggest a suitable setting for the interview.
5. Explain any access, logistical, or ethical issues for such a study.

How to do this exercise

1. Write down several questions addressing your intended research for the project, including a standard project explanation (a general statement of the research issues which you can say to the respondent to get things going).
2. Using this guide, conduct an intensive 'pilot' interview with one person from your target group.
3. Make any brief notes during the interview.
4. Check the accuracy of your notes with the ‘respondent’ – make a separate note of any changes that were suggested to you (perhaps the respondent suggested some inaccuracy in your notes, or perhaps you over- or under-emphasised the respondent’s views in some way?).
5. Write the notes up into full notes for a complete record of the interview immediately afterwards.
6. Write up 1–2 sides of reflexive notes about the research process itself. What skills did you manage well, and which need improvement? What were your experiences of interviewing, and the accuracy of your original brief notes? How good were you at listening (you should aim for 80–90% of the talk to come from the respondent)?
7. Try some provisional coding (see Chapter 8).
8. Identify any questions that were not particularly relevant, as well as new questions that you would like to include in the next interview.

Exercise 2 Observation task

Do a two-hour observation in a public setting of your choice. Make jottings (short notes). Write up the expanded field notes on 3 to 4 sides of paper. Write up 1 to 2 sides of reflexive notes about the research process itself. Try some provisional coding. Identify 3 to 4 questions you would take back for the next session of fieldwork. Identify an issue of social research that might be followed up in the research.

How to do this exercise: Observation is all about description – it is a story in a sense. The writing of an observation contains several basic things: What was the setting for the observation, the place(s), the buildings which frame the action within, how did
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you gain access, what was your role there, etc.? Who was there? What were they doing and/or saying and how did they say it? But there is also a significant amount of interpretation and analysis of what you observe. You will need to make sense of the data, by asking:

1. What sort of categories can these be placed into (e.g. issues of gender, race, education, anger, love, relations with public figures, humour, etc.)? Here you are involved in coding the action.
2. You may want to search for common themes or patterns in the behaviour you observe.
3. And ultimately you will want to construct some sort of theory to account for the action you have observed.

Issues to consider, and questions to ask, in conducting a participant observation study

- Outline the focus and context of your study.
- What was your role?
- What did you actually do in the course of your participant observation study? (What was your strategy? How did you gain access? Did you need to develop a relationship with the people that you were studying?)
- How did you record your data? (Do you consider that you were rigorous? Did the field place limitations on your method of data collection?)
- What did you think about the nature of your data? Think about issues of credibility, subjectivity, reliability, validity.
- Consider issues of reactivity, over-identification, and ethics.
- Is observation an impartial activity?
- What about using other sources of complementary/alternative data in this research?
- If you made a provisional analysis of your data, what were the coding themes that you used?
- What general area of social research would you investigate further?
- What questions would you focus on in any subsequent research?
- What might you do next time to improve the research (if indeed you think that it could be improved)?
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The Analysis of Data

Introduction

As we have seen, social research has often been characterised by a number of apparent dichotomies: quantitative and qualitative methods, positivist and anti-positivist
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epistemologies, objective and subjective accounts. A discussion of data in social research inevitably continues along similarly polarised lines. The type of data itself can be identified by distinctive quantitative (numerical) or qualitative (non-numerical) characteristics. Similarly, treatments of data tend to follow the patterns determined by methodological assumptions. Quantitative data is treated as isolated measurements of facts, while qualitative data in its varied forms represents meanings expressed through language and visual signs. The quantitative researcher often analyses data in order to test theories (deduction), while the qualitative researcher is busy developing theories out of the data (induction).

All of these apparently opposing approaches to research help to shape the first part of this chapter, which will deal with the characteristics of, and techniques for analysing, qualitative and quantitative data in turn. Here we shall identify the different types of data which are available to the social researcher, and by considering the features of these data, develop working definitions. These features help to highlight the restrictions and advantages that different types of data present, and provide a framework in which researchers have to work when carrying out their analysis.

When we come to discussing analysis, the intention is to provide an overview of the analytical techniques and approaches available to the researcher, and to draw attention to established analytical models. We shall not provide an in-depth guide to analysis, since this has already been dealt with at length elsewhere in the literature. For those who wish to pursue analytical techniques further, a selection of recommended reading is provided at the end of the chapter.

Fundamental to any research is the idea that data analysis is not seen as a discrete stage of the process. This is perhaps most apparent in the iterative process of grounded theory, in which data analysis and theory development are very much closely linked together. However, when designing a quantitative research project, it is also important to take the analytical approach into consideration at all stages of the research design. Operationalisation of concepts in quantitative research necessitates the use of measures or indicators which provide a closed structure in which to carry out analysis. It is therefore important when designing a quantitative research project to incorporate analytical considerations from the very first stage of design. In discussing the analysis of data in this chapter, we shall be mindful of this need to take a holistic view of the research process, and consider the implications your choice of analytical approach can have for the rest of your study.

The chapter continues by tackling the contentious question of how to bring qualitative and quantitative methods together at the stage of analysis. For some, this may seem an insurmountable task which calls into question one’s philosophical perspective, as well as a host of practical issues. However, increasingly researchers are beginning to see the benefits of mixing qualitative and quantitative approaches, and that using a variety of data sources can be an effective way of increasing the validity of research. We shall conclude by suggesting that the challenges presented by combining qualitative and quantitative data provide a good opportunity for researchers to reflect upon their own perspectives and perhaps overcome the divide that is traditionally considered to exist between these data types.
What is qualitative data?

Qualitative data can be found all around us. In the newspapers we read, the television broadcasts we view, memos received at work, or the text messages we exchange via mobile phones, we come across a wealth of qualitative data every day. These naturally occurring sources of data are initially produced for a purpose other than our research; nevertheless, they still provide us with rich data to analyse. It is possible to carry out a highly informative research project which is based on the analysis of this type of qualitative data alone, and for some, such as media analysts, this is often the case. However, qualitative researchers often seek to generate their own data, which is gathered in the field. Methods such as interviews and observations enable researchers to collect rich data which is geared towards the research project at hand. For a further exploration of the differences between qualitative interview data and quantitative questionnaire data, see Example 8.1.

Example 8.1 The differences between in-depth interview data and questionnaire data

A university department is interested in establishing how new technologies are being implemented by its staff to help with learning and teaching. The project has two main objectives: (1) to find out the extent of the use of new technologies; and (2) to try and understand why the staff are using them, or conversely what the perceived barriers are to implementing them into teaching. The types of learning technologies available are already known, and include such things as different word processing, analysis, and presentation software packages, email, the Internet, and computer-aided testing. To establish the extent of the use of these, a questionnaire is administered to all staff in the department. It consists of questions asking which technologies are used, for what purpose, and how often. The data provided enables the answers to these research questions to be quantified. The results tell us in fact that 75% of the staff use presentation software as an aid when giving lectures, and that all staff communicate with students via email, whereas only 10% of staff use their own web sites as a learning aid. This data is useful in establishing the type and extent of a phenomenon: What are people doing? How often? For what purpose? This data, therefore, suits the first objective of this project. In order to meet the second objective of the project, in-depth interviews are carried out with a selection of participants with a range of experience in using technology. Questions are far more open than with the questionnaire, and ask such things as ‘What made you decide to start using email instead of the notice board?’ or ‘Are there any elements of your teaching which have been made easier by using new technologies?’ The data provided in response to these questions is more
detailed, and textual in nature. It provides an insight into the experiences of
the staff in using new technologies which perhaps could not have been
guessed at prior to the interviews. This data is useful in answering such
questions as ‘why do you think you behave in this way?’ or ‘how do you feel about
this particular subject?’ In this sense, the data provided is able to meet the second
objective more effectively than that which would be collected through a quantitative
survey.

This example highlights the different uses to which quantitative and qualitative
data is suited: quantitative data is well suited to explaining what is happening,
whereas qualitative data is helpful in understanding how and why something is
happening, in terms of a more in-depth exploration of the phenomena. The
example also serves to outline some of the characteristics of both data types
which will be explored further in this chapter.

Naturally occurring sources

Naturally occurring sources of qualitative data can have an advantage over pri-
mary data, since they are formed in the natural setting of the social world, without
any influence from the researcher. For example, we may be interested in seeking to
understand exploitation and power relations in the workplace. The researcher
could interview employees and directors within the organisation and ask about
experiences of exploitation or feelings towards relationships with colleagues.
However, this approach may only identify agencies at work which the interviewees
are aware of and are willing to discuss with the researcher. Observation techniques
may result in a more accurate picture of the ways these issues manifest themselves,
but there is still the potential for behaviour to be modified in the presence of the
researcher (see the section on reactivity in Chapter 7). In instances such as this,
existing documentary sources such as internal memos, job contracts, and email
correspondence may provide the researcher with the most valid data.

It should be noted that when examining naturally occurring documents such as
these, the context is equally as important as the content. Hammersley and Atkinson
(1995, p.173) draw attention to the types of questions researchers should have in
mind when approaching this type of data:

The presence and significance of documentary products provide the ethnogra-
pher with a rich vein of analytic topics, as well as a valuable source of information. Such topics include: How are documents written? How are they read? Who
what outcomes? What is recorded? What is omitted? What does the writer seem
to take for granted about the reader(s)? What do readers need to know in order
to make sense of them?
It is evident from the questions that Hammersley and Atkinson pose that the researcher needs to look beyond the meanings portrayed by the words or pictures in naturally occurring sources, in order to appreciate the context in which the source is used in its natural setting. This echoes disagreement between positivist approaches and those of naturalism. Positivists strive towards gathering precisely measured data which is uncontaminated by external factors, such as the linguistic ambiguities of open responses. This, they would argue, adds reliability to the data since they are able to use the data to report the observed ‘facts’. On the other hand, naturalists would contend that meaning can only be properly derived from data that is collected from within the field.

Data which is collected in this way benefits from being contextually situated. For example, if we were interested in what it was like to be incarcerated in a prison serving a long sentence, we could interview prisoners. These interviews would most likely take place in an interview room especially set up for the purpose: it is unlikely that they would take part in the interviewee’s cell. We may acquire a large amount of highly informative interview data, but this will have been provided in a false situation. The interview room is not part of the prisoner’s everyday life. However, if we were able to gain access to a prisoner’s journal which had been written in a cell during the long, monotonous days spent serving a sentence, this might tell us a different story. It is such a consideration of the context in which documents are produced, and for what purpose, which enables us to see the advantages of naturally occurring sources of data.

Activity 8.1

Consider the questions outlined by Hammersley and Atkinson (1995) and how they might be applied to the previous example of exploring power relations and exploitation in the workplace. Firstly, make a list of the different types of naturally occurring sources which may be of use to a researcher seeking to understand this research area. Now ask yourself the following questions, making notes against each source you have identified.

1. The distribution lists on emails might provide us with useful data. What type of data could be derived from the source you have identified?
2. The distribution lists could tell us something about how information is shared with, or withheld from, particular groups via email. How would the data you have identified in the previous question help you to tackle the research question?
3. Are there any limitations to using these sources?
4. Are there any advantages to using these naturally occurring sources?
5. Can you foresee any problems in gaining access to these types of sources?
6. The ways in which particular people are chosen to be members of certain groups may be hidden in an interview, but the natural context in which emails were sent enables us to identify these groups. How would the natural context of the documents you have identified help to answer the research question?

Primary data

While qualitative data is fairly abundant in everyday life, researchers often have specific research questions in mind, for which they need to gather specific data. The use of interviews and observation techniques as methods of primary data collection is common in qualitative research and in both cases enables the researcher to exert some degree of control over the data which is collected. While in both the interview situation and observation setting the researcher is dependent upon the participants providing the data, the setting in which data is collected is still decided upon by the researcher, and so it is hoped that the data will coincide with the objectives of the study.

The notable advantage of primary data is precisely this ability of the researcher to be able to determine the context in which the data is collected. Any research that concerns subjects which do not present themselves readily in everyday life lends itself more to the collection of primary data. Since qualitative research is commonly associated with investigating meanings associated with subjects, or the ways in which people interpret their experiences, the researcher will often find she or he simply has to go out and get the data, rather than making use of what already exists. For example, if we were carrying out research which sought to investigate how asylum seekers managed to maintain a sense of their own cultural identity while integrating into a new society, we would be hard pushed to find naturally occurring sources which gave us a true insight. The press coverage around the issue of asylum would possibly provide useful background contextual information for consideration, but to get to the heart of the matter the researcher would have to collect data from the asylum seekers themselves.

When collecting data it is important to be aware of the context in which the data was produced, since this will influence the ways in which analysis can be carried out. Much work has been carried out looking at the interview situation, and the effects of power relations between interviewer and participant (see Oakley 1981). In situations where primary data is being collected this is of particular importance, since artificial settings can be created where inequalities exist between the
researcher and participants. For more detail about approaches which have developed in an attempt to tackle this, see Chapter 2, with particular reference to feminist methodology.

Whether data is collected from existing documentary sources, or through data collection techniques devised explicitly for the project, qualitative data can be categorised into textual, audio, or visual information. The table in Example 8.1 gives just a small selection of the most common examples.

<table>
<thead>
<tr>
<th>Type of data</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Textual</td>
<td>Fieldnotes; reflective journals; newspaper articles; memos; transcripts; email/text messages</td>
</tr>
<tr>
<td>Audio</td>
<td>Audio recordings of, for example, interviews, speeches, naturally occurring talk; radio broadcasts; music</td>
</tr>
<tr>
<td>Visual</td>
<td>Television; cinema; photographs; paintings; sculpture; video recording of, for example, focus groups or observations; video diaries</td>
</tr>
</tbody>
</table>

As can be seen:

qualitative data embraces an enormously rich spectrum of cultural and social artefacts. What do these different kinds of data have in common? They all convey meaningful information in a form other than numbers. (Dey 1993, p.12)

**Interview transcripts as data**

Interview transcripts present possibly the most common form of qualitative data which researchers will find themselves analysing. However, the transcripts are merely a processed version of the actual data. Here the raw data, often in the form of a cassette recording, has been transcribed so it can be analysed by either writing notes over the transcript or feeding the words into a computer analysis package. However, in processing data in this way, Silverman (2001, p.230) warns that ‘when people’s activities are tape-recorded and transcribed, the reliability of the interpretation of the transcripts may be gravely weakened by a failure to transcribe apparently trivial, but often crucial, pauses and overlaps’. Methods of transcription have been devised to preserve these idiosyncrasies of the spoken word which are not apparent in conventionally written language, but it is advisable to treat transcripts as a tool to aid analysis, and maintain the recordings as the raw data. The practicalities and methodological implications of using transcription are dealt with in more detail later in this chapter.
What is quantitative data?

In order to establish what constitutes quantitative data it is necessary to consider the sources from which the data is derived. As we have already seen in Chapter 6, the methods employed in quantitative research seek to gather data using standardised measures. The two most common of these methods, the survey and the experiment, have already been discussed, although Bryman (1988, p.12) notes three further techniques which, while less common, should not be overlooked. The first of these consists of the secondary analysis of official statistics, such as government spending or recorded crime figures. Secondly, there is structured observation, whereby the researcher records observations on a predetermined schedule, thus enabling the occurrence of events or actions to be measured. Such a method might be used to assess the range and type of behaviour exhibited by people in workplace team meetings, and the general meeting dynamics. Finally, a technique often used by media analysts is that of content analysis. This approach involves counting the occurrences of particular words or phrases and more often particular subjects or people involved (actors) in media stories. Content analysis might be used to assess the amount of content within newspapers given over to issues such as asylum seeking, as well as the way in which the press present the issue.

All of these methods are linked by a common desire to produce data which can be analysed in a logical, structured, and boundaried way akin to that employed in the natural sciences. The established link between positivism and quantitative approaches has already been explored in the opening chapters of this book, but it is worth revisiting briefly here, since those factors which help to define quantitative data find their roots in positivism. The assumption that the social world can be observed, recorded, and effectively ‘measured’ predetermines a format in which data must be produced. This is characterised by the need to operationalise concepts in such a way as to produce measures or indicators which are precise. This, therefore, suggests:

- the use of closed questions in surveys
- the use of measurement scales in experimental research
- the use of counts in structured observations

All of these data collection tools are concerned with the closing down of the data into a format which produces numerical data which lend itself to statistical analysis.

Not all quantitative data starts out as numerical, however. Unless we ask for data which can be neatly measured in numerical units, such as age in years or number of visits to a doctor in the last six months, the raw data will take the form of the words of a particular response chosen from a list. For example, we may ask the question ‘what colour are your eyes?’ A response of ‘blue’ is not in itself quantitative, as it is a word. What makes it quantitative is the way it is treated, notably the common practice of attributing numerical codes to the data. The response ‘blue’ may have been taken from a list of different colours, which have each been numbered. In our numbered list, blue happens to have the numerical code ‘2’ attributed
to it. When attributing codes such as this, we are seeking to transform the format of our data from textual to numerical, so that it can then be analysed using statistical techniques. The way in which codes are attributed is discussed in more detail later in this chapter, in the subsection on levels of measurement.

The treatment of data prior to analysis in order to make it numerical suggests that the notion of quantitative data is a somewhat false one. It may be more appropriate to talk about the analysis of data being carried out in a quantitative way, rather than data being implicitly quantitative. While some data presents itself in the form of raw numbers, it is the decision to quantify the data which makes its analysis quantitative. We have already mentioned content analysis, whereby the text of media stories or other textual documents is treated in a quantitative manner, despite consisting entirely of words and images. It is useful, however, to consider quantitative data to be that which has been treated in such a way as to enable quantitative analysis techniques to be applied. This treatment is dealt with later in the chapter when we discuss the management of quantitative data.

**Strategies and techniques for managing qualitative data**

Qualitative research is often seen by some as a somewhat enigmatic pursuit, since it conjures up images of an unwieldy process characterised by lone researchers wallowing in paperwork. This image can largely be attributed to two factors. The first is the fact that qualitative research can generate a large volume of data due to the necessary collection of audio and video tapes, lengthy transcriptions of interviews, fieldnotes, and so on. The second factor is in part due to the relatively recent development of computer software for aiding qualitative analysis, and an apparent reluctance on the part of qualitative researchers to embrace technological advances. Both of these factors are of particular importance when considering how to go about managing qualitative data.

**Managing interview data**

Whichever way we decide to organise our data, in the case of interviews or focus groups, a decision needs to be made as to whether to rely on notes or to record the dialogue on tape. It is usually preferable to make use of recordings, since these offer a more complete representation of what was said. In some instances, however, recording may not be possible. Hammersley and Atkinson (1995, p.185) warn that ‘sometimes, interviewees will refuse to allow the discussion to be audio-recorded; sometimes the [researcher] may judge that such recording will dissuade frankness or increase nervousness to an unacceptable level’. Where this is the case, the importance of making full and coherent notes cannot be overemphasised, although in
practice this is actually extremely difficult and can have a detrimental effect on the
flow of the interview. In such circumstances it is also important that we recognise
that analysis and interpretation are occurring in the field, as we take notes. A
process of data selection and interpretation actually takes place during the inter-
view. The researcher has to make quick, sometimes unconscious, decisions about
what is to be noted down and how to phrase it. It is therefore necessary to be
prepared to be selective in the field, and record notes in such a way that data is
collected which responds to the research questions.

Fortunately, if participants are well enough briefed about why recording is
important and issues of confidentiality and anonymity are dealt with in full, in most
cases recording is possible. This being the case, transcription will need to be carried
out to aid analysis. The written word consumes a far greater volume than when
spoken, and transcription can take a considerable amount of time. There is some
debate surrounding the level of detail necessary or desirable when it comes to the
process of transcription, and this has already been touched upon. The crucial point of
the debate rests in the notion of representation. Transcription is a process which is:

neither neutral nor value-free. What passes from tape to paper is the result of
decisions about what ought to go on to paper. Sometimes, ‘bad’ language gets
edited out. Sometimes, a typist decides to type only words, not pauses and ‘er’,
‘mmm’ and ‘huh!’. Similarly, there is the notorious problem of how to punctuate
speech: where should full stops, semi-colons and commas go? What about para-
graph marks? ... Transcriptions are, quite unequivocally, interpretations. For that
reason, if no other, it is wise to keep interview tapes as an archive to which ref-
erence can be made if transcriptions prove to be inadequate for the level of analy-
sis which becomes necessary. (Arksey and Knight 1999, pp.141–2)

Transcription conventions exist to enable a close proximity between the transcribed
and the spoken, allowing for the recording of utterances, pauses, overlaps, emphases,
and other non-verbal characteristics (see Silverman 2001). Precise transcription is
often used when the nature of interaction is of interest, for example in discourse
analysis, but by and large a researcher who is simply interested in what someone
has to say about a subject will make do with conventional syntax when transcrib-
ing. It is worth noting, though, that hesitation and pauses in speech can be as telling
as the actual words, since they may form part of the expression of meanings for the
participant. Other unusual characteristics of someone’s speech, such as regional
accents or use of colloquialisms, may also be of interest, and help in expression. The
novelist Irvine Welsh has written many books about working-class youths growing
up in the inner city slums in Scotland. He often writes in a phonetic way in order to
convey the unique sound of the characters’ accents. This sound helps to contextu-
alise the dialogue and provides cultural reference which would not be apparent if
conventional English was used. As a result, a sense of expression is conveyed which
would otherwise be lost. While this is a literary example, the same ideas apply to the
transcription of interviews, and provide yet another consideration for the qualitative
researcher at this point of analysis.
Managing fieldnotes and journals

Note-taking is a process with which many people are familiar, whether it is from attending lectures, writing up minutes of meetings, writing down telephone messages for others, or any other of the myriad examples in everyday life where we have to commit an idea to paper. In all examples of note-taking the purpose is the same: to capture the essence of what we are observing and record it for future reference. This purpose applies to fieldnotes when carrying out research. What we are attempting to do is produce a description of the events we are witnessing which will enable us to replay the events in our minds and reflect upon them at a later point in time. In order to do this, a level of accuracy is required, yet a comprehensiveness of coverage is also needed. As we are unable to pause real events while we write our notes, or interrupt the flow of an interview without compromising the dialogue, we need to be creative in the variety of techniques we use for gathering fieldnotes.

Burgess (1984, p.169) provides an informative account of the variety of fieldnotes which he collected and for what purpose while carrying out research in a British comprehensive school:

My notes were predominantly descriptive and aimed to provide a detailed portrait of the various situations in which I became involved. The field notes included physical descriptions of situations and informants, details of conversations, and accounts of events … For each day that I was in school my notes comprised: a continuous record of the events in which I was involved and the conversations in which I participated. Here, I focussed on the words and phrases that were used so as to provide an almost literal account of what had been said. My notes also focussed upon details of particular events in each school day and therefore always involved a record of: early morning meetings with the Head of House, morning assembly in the House, break time in the staff room, at the end of the day, as well as detailed observations of lessons in which I participated. In some of these situations I used diagrams to summarise details about particular settings. For example I used diagrams to show individuals who sat next to each other in meetings and to summarise interactions and conversations between participants. Often these diagrammatic notes were written shortly after the period of observation and provided a summary that could be used later in the day to write up more detailed notes. In particular I kept diagrams of who sat with whom in the early morning meetings, in morning assembly and at break times in the staff common room. The result was that I was able to build up a portrait of the relationships in particular settings and of the structure of particular groups.

Burgess demonstrates here the range of fieldnotes available to the researcher, and it is important to recognise that they act as more than just a series of unrelated observations recorded in shorthand. Fieldnotes should be gathered with the intention of making sense of the subject being researched. They should be looked over as a whole, so relationships and themes can be identified. On occasions the researcher will have a number of predetermined themes, which may be derived from the
research questions, and these will form the basis of a structure for fieldnotes. This thematic organisation, for some, provides an ideal way of managing and analysing fieldnotes, but others may argue that it is too prescriptive and can serve to blinker the researcher, preventing new ideas being generated out of the data. Whether you adopt a thematic approach or a more open approach will largely depend on whether your research is entirely exploratory or revolves around certain focused aims. This notion is explored in more detail later, when we come to discuss grounded theory.

A particular type of fieldnote is the reflective journal. The reflective journal places the researcher and her or his experiences firmly in the research process itself, and so it can bring with it a value-laden emphasis to the research. The reflective journal is a core element of action research whereby:

It enables you to integrate information and experiences which, when understood, help you to understand your reasoning processes and consequent behaviour and so anticipate experiences before embarking upon them. Keeping a journal regularly imposes a discipline and captures your experiences of key events close to when they happen and before the passage of time changes your perception of them. (Coghlan and Brannick 2001, p.33)

Integrating our own experiences into the research process and reflecting on them enables us to fine-tune our methods and understand our philosophical perspective and therefore make us aware of the ways we are approaching the data. When carrying out qualitative research in particular, our involvement in the process can result in our losing sight of the focus of the research. A journal is a useful way of analysing not just the data, but the whole research process.

**Recording and organising qualitative data**

There are a number of fairly straightforward, practical steps you can take in managing your data. When using audio or video tapes, it is important to ensure that these are correctly labelled with the date, location of the recording, participants, and any other information of particular relevance to your research. It is also advisable to make backup copies, even if the recordings have been transcribed, since you may wish to return to the original recording to establish the existence of certain details which may have not been picked up during the initial transcription. The development of new forms of recordable electronic media, such as mini discs and DVDs, enables easy transferral of data to a computer for backup, but the availability of these technologies to a researcher carrying out a small-scale project on a tight budget may be limited.

Storage of data also has to take into consideration elements of data protection, to reflect both general stipulation, such as national legislation, and provision
offered by a consent agreement signed by the research participants. It is important that you familiarise yourself with any legislation which governs the way data about individuals is kept. The UK Data Protection Act (1998), for example, lays down specific legislation surrounding the purpose for which data is used, as well as the manner in which it is stored. If you have offered your participants confidentiality and anonymity (see Chapter 4), then the data should be kept locked away, or if stored on a computer, then the files should be password protected.

Careful storage of the media in which data is recorded (tapes, transcripts, photographs, electronic files, and so on) will ensure that the data is readily available and not susceptible to damage or loss, but this is only one step towards making the process of analysis easier. In any research project it is important for each stage of the process to be designed in such a way as to anticipate the next. When it comes to data management and analysis, the task will be made all the more straightforward if the data has first been collected in an organised and structured way. Dey (1993, p.75) poses an interesting question around the organisation of data, saying that:

Data should be recorded in a format which facilitates analysis. Decisions made at this stage can have repercussions later. Suppose we have conducted some interviews and we have to record responses to a large number of open questions. Do we file the data as a complete interview for each case, or as a set of responses for each question? The former allows the interview to be recorded and read as a whole, but inhibits ready comparison between responses; the latter facilitates comparison between responses, but makes it difficult to see the interview as a whole.

The sensible solution to this dilemma is to do both. By making copies of the interview transcript, the original interviews can be preserved, allowing responses to questions to be read in the broader context of the interview as a whole, but in addition segments from excerpts from different interviews which deal with the same topics can be filed together to enable cross-comparison between interviews.

The availability of qualitative analysis software within academic institutions tends to remain overshadowed by that of quantitative software, and many researchers carrying out small-scale qualitative studies will carry out their analysis manually. When doing so, the way in which we file our data needs to be decided from the outset. However, where computer software is available, the ways in which data is stored, organised, and accessed remain flexible. Such software can store whole interviews as individual transcripts, but allow the researcher to index and view different sections taken from multiple interviews alongside each other.

Computers have, understandably, been labelled as ‘number crunching’ machines. After all, they process numerical information – even letters have to be turned into numbers before a computer can handle them. So what good is a glorified counting machine to a qualitative researcher? Well, when it comes to carrying out analysis, arguably a computer is not of much use at all, but treat a computer as a tool to help you store, manage, and organise qualitative data, and its use begins to become an entirely inviting prospect.
Approaches to qualitative data analysis

Qualitative data analysis is often characterised by its lack of distinct rules. It is possible for quantitative researchers to consult statistics texts and locate the appropriate means of analysis given the type of data they are working with. Qualitative researchers are not afforded this luxury, which helps to explain the bewilderment many face when it comes to analysis. The lack of rules can be liberating, since it can be considered that there are no right or wrong approaches; however, more often than not to the novice researcher this can lead to uncertainty about the way to progress with analysis. There do, however, exist general approaches to analysis which can provide a useful framework, as well as the valuable knowledge that the approach being adopted has been successfully used by others. Also, as we shall see, the assertion that qualitative analysis is unsystematic can also be countered by the application of approaches such as grounded theory in an organised and structured manner. We shall look at both grounded theory and the analytic induction method in some detail, since they can be applied to a broad selection of data, but before we do it is worth noting that other analytical approaches are also available to the qualitative researcher. These tend to focus on specific types of data and have been developed to fit the purpose.

Conversation analysis

Conversation analysis (CA) was pioneered by Harvey Sacks and has its roots in the field of ethnomethodology. It treats conversation as a series of utterances which are intended to perform a particular function, beyond that of simply reporting an observation. The conversation analyst seeks to understand how the participants in a conversation use and interpret elements of conversation known as ‘speech acts’. Speech acts are seen to have a performative function, whereby tacit meaning is implied. This meaning can often be dependent on the interpretation of other speech acts, so context becomes of primary concern to the analyst. For example, saying ‘I’d like to take a different route today’ could perform an action of informing or asking, depending on the relationship between the participants of the conversation, and the context in which this utterance occurred.

Analysis generally takes the form of using tape-recordings as the source of data. Conversations are described in terms of performative actions, which enables the complex structure of conversation to be unwoven. For further reading on CA, see Silverman (1998) and Sacks (1995).

Discourse analysis

Discourse analysis (DA) shares many similarities to CA in the sense that it is concerned with unravelling the complexities of the structure and organisation of language. However, it has wider application since it is concerned not only with spoken interchanges, but also with textual documents which follow a discursive pattern, such as letters, diaries, and articles. DA has developed associations with social
psychology, since it seeks to explore how language choices are governed by and dictate psychological responses. As such, DA is particularly useful for understanding how norms such as power imbalances are perpetuated.

An example where DA might be used is in looking at the speeches of Margaret Thatcher in the early days of April 1982, as Britain entered into conflict with Argentina over the invasion of the Falkland Islands. The first speech was one in which Thatcher addressed the House of Commons to notify members of what had occurred. However, a discourse analyst might seek to identify how the choice of phrases throughout the speech was intended not simply to report events, but to evoke psychological responses which would bring the members out in support of retaliation against a foreign power seen as unlawful and aggressive. For a detailed discussion on the techniques of DA see Wetherell et al. (2001a, 2001b).

**Semiotic analysis**

Semiotic analysis was originally developed by the Swiss linguist Ferdinand de Saussure and is often referred to as the ‘science of signs’ (De Saussure 1983). In its early form the approach was geared towards the study of written text, but has since been expanded, particularly through the work of Barthes (1967), so it is now often used in analysing a wide range of material, including visual data such as photographs and magazine advertisements. The main premise of the approach is that a sign consists of two elements: the signifier, which might relate to a word or particular image, and the signified, which relates to how the signifier is interpreted, or the meaning that is derived by the observer of the signifier. The signified consists of a surface (denotative) meaning, and a deeper (connotative) meaning. An important aspect of semiotic understanding is that signs only make sense when considered in relation to other signs within the same ‘code’. When analysing written text, the code within which signs operate is language. However, the range of codes to which the approach can be applied are many and varied.

Fashion provides a good example of a code. Within the code of fashion, signs exist which consist of an item of clothing (the signifier) and the expression of meaning which the wearing of that particular item conveys (the signified). The signs which exist in the clothing worn by punks have particular connotative meanings: ‘anarchy’, ‘rebellion’, ‘non-conformity’. However, these meanings can only be understood in relation to other signs in the code of fashion. In isolation, punk clothing is simply clothing, but when compared to other fashions (jeans and T-shirt, plain skirts, suits) the signs become apparent. Semiotic analysis relies on identifying codes such as these within which signs work, and then breaking the signs down into their constituent parts.

**Grounded theory**

One of the commonest methods of qualitative data analysis, used particularly in exploratory research where little is known about the phenomena under investigation, is grounded theory. Grounded theory was originally developed by Glaser and Strauss and is outlined in its earliest form in their classic text *The Discovery of*
Grounded Theory: Strategies for Qualitative Research (Glaser and Strauss 1967). The title of this original text provides us with a vital clue about one of the most important aspects of grounded theory: it is concerned with the discovery of theory from the data, which is ‘suited to its supposed purpose’ (1967, p.3). Since its conception, grounded theory has developed in a number of ways in different directions, and researchers have adopted elements of it for their own purposes. On occasions, researchers claim to use grounded theory when really they are just referring to the process of induction. It is important to note that grounded theory concerns a general approach to the research process in its entirety, and not to analysis alone. It involves the acceptance of an openness to ideas developing and even complete rephrasing of research questions as new ideas emerge. Throughout this chapter we have discussed other stages of the research process and how these can determine or shape our analysis. We have tried to emphasise the importance of not treating analysis as a discrete stage of the research process, and this is perhaps no more important than when considering grounded theory.

The process of grounded theory begins with a desire to understand a research area. Research questions may be broad, with no specific objectives or operationalisation of concepts – these will come as the process unfolds. Theoretical sampling (see Chapter 7) is then employed to identify participants or events from which data can be collected in order to begin to understand the area under investigation. From interviews with participants or observations of events the first stages of data collection begin.

With the grounded theory approach there is no need to amass a large quantity of data prior to commencing analysis, and, in truth, hesitation in starting analysis can have a detrimental effect on the whole process. As soon as initial data has been collected a process of open coding begins. Open coding involves reading the data with the intention of identifying common themes. These themes form the basis for the main concepts which will drive further analysis, and help to inform the criteria for further theoretical sampling. By identifying particular concepts, we are able to fine-tune our sampling strategy so the people we interview and situations we observe will be those best placed to enlighten us further about our research area. This cycle of sampling, data collection, and coding is driven by the constant comparative method. Here the researcher is seeking to identify categories which recur throughout the data. Categories enable us to link the concepts to the data, so, for example, references to particular feelings or events made in interviews can be linked to concepts because they fit into a category.

Glaser and Strauss (1967, p.106) offer some useful practical advice on how to approach the data with the constant comparative method, suggesting that:

Coding need consist only of noting categories on margins, but can be done more elaborately (e.g., on cards). It should keep track of the comparison group in which the incident occurs. To this procedure we add the basic, defining rule for the constant comparative method: while coding an incident for a category, compare it with the previous incidents in the same and different groups coded in the same category.
Comparison between incidents in the data enables us to decide whether there are a number of incidents which fall into the same category, or whether incidents suggest different aspects of a category, thereby leading us to create new categories with which to code the data. It is important that we keep track of our thinking behind the creation of categories, and this is usually done by creating memos which are attached to categories. A memo serves as a reminder of how the category was derived, thereby enabling constant comparison. The process of continual coding and development of categories eventually leads to a point of category saturation, whereby further coding of the data becomes no longer feasible nor desirable. At this stage we begin to look at relationships between the categories, with the intention of establishing a hypothesis about how categories are interrelated.

In order to test this hypothesis it is necessary to collect more data and repeat the process of analysis we have outlined. This return to data collection is, however, more focused, since the theoretical sample will be governed by the categories we have developed, the relationships between these categories, and the hypotheses generated. The development of a hypothesis also enables us to (re)design our research instruments in accordance with the newly formed objectives of the research. For example, an interview schedule may be drawn up which has been specifically designed to question respondents about their experiences in light of our categories and relationships between them.

The newly collected data will support or refute our hypothesis, but eventually we shall reach another dead-end, known as theoretical saturation. This implies that we have arrived at a theory which is closely linked to (and therefore substantiated by) the data and one which cannot be further developed with the data available. This is known as substantive theory.

The process of grounded theory is, then, a highly involved approach to qualitative research (see Example 8.3). It should be evident that, while it involves all stages of the research process, the approach to analysis that it advocates is a particularly crucial stage. The constant comparative method can be embraced as good practice when it comes to qualitative data analysis, regardless of whether a general grounded theory approach is adopted. It provides a systematic framework in which to develop analysis and derive theory.

---

**Example 8.3 The application of grounded theory to an everyday situation**

Corbin and Strauss (1990, p.63) provide an excellent example of coding as applied to an everyday situation, in which the use of carefully selected categories enables them to generate a theory about an observation. The observation takes place in a restaurant which has an open kitchen. In the kitchen is a lady in red who initially appears to be doing nothing other than standing around, but, as they point out, to be doing nothing in an otherwise busy environment such as this does not seem to make sense. They
begin to observe the lady in red, and after a short while start to apply coding to her behaviour. They notice that she is situated in a busy kitchen, which is labelled a ‘work site’. She also appears to be looking around at the work going on in the kitchen (labelled as ‘watching’), paying close attention to everything around her (‘attentiveness’). The other people working in the kitchen occasionally ask her questions and she, likewise, appears to be asking them questions and offering advice. This is labelled as ‘information passing’. They continue to label different phenomena: the way she appears to keep track of everything is ‘monitoring’, her apparent knowledge and skill in what she is doing suggest that she is ‘experienced’. The act of referring to documents is labelled as ‘information gathering’ and so on. Importantly, the labels all refer to concepts, rather than specific instances, because ‘conceptually it is more effective to work with a term such as ‘information gathering’ rather than ‘reading the schedule’, because one might be able to label 10 different happenings or events as information gathering – her asking a question of one of the chefs, checking on the number of clean glasses, calling a supplier, and so forth’ (Corbin and Strauss 1990, p.65). On the basis of the observation, and the labelling of phenomena (concepts) such as this, Corbin and Strauss are able to conclude that the lady in red who was just standing in the kitchen is, in fact, a ‘food orchestrator’, another label, which involves certain ‘types of work’, which consist of the original concepts that have been labelled: ‘monitoring’, ‘information gathering’, and being ‘experienced’. Establishing that the lady in red is a food orchestrator is a good example of a substantive theory, since it is arrived at only once all data has been exhausted and all observed phenomena have been labelled and placed into categories.

The analytic induction method

The analytic induction method represents a response to the challenge that qualitative research cannot be used to investigate causal relationships. The strength of the argument for identifying such relationships rests in the assertion that it is necessary to do so in order to be able to explain and predict social phenomena. The argument continues that, without an understanding of these relationships, social research is limited in its application to an understanding of the specific case being studied. In order to broaden the application of social science, it is necessary to be able to make inferences and develop rules which govern human interaction. The analytic induction method consists of a number of stages where hypothesis refinement is achieved through data analysis, until the hypothesis is borne out by all cases. The researcher begins with a broad research question. In contrast to grounded theory, a hypothesis is also established prior to data collection which attempts to offer a response to the research question. The data from each case is then examined and the hypothesis will be either confirmed or refuted. If there is cause to reject the hypothesis on the basis of data from a particular case, then the hypothesis requires modification.
The aim is to arrive at a situation whereby all cases support the hypothesis. Modifying the hypothesis can be carried out in one of two ways, which involve giving precedence to either the original phenomenon under investigation, or the new data. In the first instance the hypothesis is redefined so as to give a hypothetical explanation which excludes the deviant case. Alternatively, the new data from the deviant case can be taken into consideration and the hypothesis reformulated around this new data. Following on from this, new data is collected against which to examine the reformulated hypothesis further. The process is repeated until no conflicting data is encountered, or the hypothesis is redefined so as to exclude all deviant cases.

Analytic induction does, therefore, offer a way of examining the data with the intention of testing hypotheses. It has, however, come up against criticism, in particular because:

First, the final explanations that analytic induction arrives at specify the conditions that are sufficient for the phenomenon occurring, but rarely specify the necessary conditions ... Secondly, it does not provide useful guidelines (unlike grounded theory) as to how many cases need to be investigated before the absence of negative cases and the validity of the hypothetical phenomenon (whether reformulated or not) can be confirmed. (Bryman 2001, p.390)

The use of analytic induction has decreased in recent years, perhaps owing to the increased interest in grounded theory, and the growing strength which research carried out by approaches other than those founded in positivism has gained.

However we decide to approach the analysis of qualitative data, we shall have to organise the data and code it. As suggested in our consideration of grounded theory, coding is a process for which there are no rules, merely guidelines. Every category we develop, and every segment of the data we choose to code within a category, will be a subjective choice. This can prove to be the biggest barrier to a qualitative researcher, and can only be overcome by confidence. Confidence can be increased by returning to the research questions and ensuring that our coding can be linked back to these. We should ask ourselves: What are we looking to observe? Is it the relationships between people? Is it how people behave in a given situation? Is it the emotions that people feel as a result of an experience? Is it the reasons why people make certain choices? Whatever the phenomena we are investigating, confidence in our analysis can be derived if our coding centres on aspects of the data which reflect these phenomena.

Qualitative data analysis, while characterised by a lack of structure when compared to quantitative analysis, should still make use of a focused approach which seeks to link the analysis with the research questions. Maintaining a close link between theory and data in this way can provide just enough structure to the analysis to help build confidence as a qualitative researcher, while still managing to remain open in our approach.
Strategies and techniques for managing quantitative data

Preparing data for analysis

The collection of quantitative data will usually require the recording of measures or indicators on a research instrument (a questionnaire or schedule) and then inputting the data into a computer analysis program such as SPSS. Quite often nowadays, particularly in large research organisations, these steps are combined through a process of computer-assisted personal interviewing (CAPI), whereby the traditional paper questionnaire is replaced by a laptop computer. Interviewers are then able to input responses directly into a software program which presents an electronic version of the questionnaire. Similarly, in experimental research, computers are often available on site, and so data can be entered directly into analysis software. When carrying out a small-scale project, however, we most likely will have to rely on the traditional method of collecting data on a paper research instrument. This inevitably leads to a large collection of paperwork, all of which will have to be managed while data is transferred to a computer. It is important that each questionnaire or schedule can be identified, so giving each case a unique number will enable the data on the computer to be traced back to the corresponding research instrument in the event that checks need to be made, or data is lost or damaged.

Limitations on the types of analysis available to us are imposed by earlier stages in the research process. The way in which concepts are operationalised, the ensuing variables which have been defined, and the format the indicators take will all affect our analysis. Linked to all of this is the process of coding. By and large, quantitative data is pre-coded, so different responses are listed against their respective codes on a questionnaire. For some examples of closed questions which have been pre-coded, see the section on questionnaire design in Chapter 6. The ways in which these codes relate to the categories of the variables will determine what analysis is appropriate. It is therefore important to recognise the difference between what are known as levels of measurement.

Levels of measurement

The level of measurement of a variable can be determined by examining the relationship between the categories within the variable (de Vaus 1996). Strictly speaking, there are four levels of measurement: nominal, ordinal, interval, and ratio. With each level we see a closer link between categories and associated codes, which in turn enables a greater deal of complexity in the data analysis. We shall deal with each level as they have been listed here.
**Nominal variables**

Nominal variables are those which consist of categories which can be differentiated from each other only because they are different. An often cited example is that of sex. This variable consists of the categories male and female, and on the basis of these categories we are able to conclude that a case which falls into the first category is a different sex to a case that falls into the second category. Beyond this, however, there is little else we can say about how the categories relate to each other, since ‘it is not meaningful to quantify how much difference there is’ (de Vaus 1996, p.130).

If we code the categories male and female as ‘1’ and ‘2’ respectively, the relationship between these codes and the categories they represent is purely arbitrary, and it would be wrong to infer that since the codes have a different numerical value, then there is some implicit difference in the value of each category. The relative difference in the value of ‘1’ as compared to ‘2’ does not correspond to a relative difference in the value of being male or female.

**Ordinal variables**

Ordinal variables exhibit observable ranking of categories in a hierarchical pattern. An example of an ordinal variable would be that of formal qualifications, with the categories ranging from no formal qualifications, through school and college qualifications, up to university degrees. There is a clear progression through the categories here, so as well as concluding that each category is different, it is also possible to say that some categories indicate a higher level of formal qualifications than others. It is from this progression from low to high on a scale that a relationship between the categories and the codes begins to form.

If we were to apply the code ‘1’ to ‘no formal qualifications’, and a code of ‘6’ to ‘higher degree’, with four other categories in between being coded accordingly, it would be possible to analyse the codes and conclude that those cases which are represented by a higher code for this variable have a higher level of qualification. This link between the codes and the categories within ordinal variables is an important factor in allowing a higher level of analysis than obtainable with nominal variables. However, the relationship should not be overplayed – while an order can be found in the coding which matches the order of the categories, the value of the code does not offer a precise measurement of the concept being observed. While the difference between the numbers 1 and 3, and 3 and 5, is the same (2 in each case), this does not correspond to an identical difference between the qualifications which have been coded as ‘1’ and ‘3’, and ‘3’ and ‘5’, respectively.

**Interval and ratio variables**

Where we have a variable for which its codes offer a precise representation of the concept, both by the order of the codes and by the measurements they offer, we have either an interval or a ratio variable. Both of these variables share many fundamental characteristics, and are often considered together, since they both allow for the same types of analysis. Both types have a natural order, and both do not usually require coding, since the types of concepts being measured come already quantified. For
example, when asked to provide our age in years, household income in pounds, or height in centimetres, we would provide the figures: 31 years of age; £60,000; 180 cm. The precise correspondence between the values used and the concepts being measured is an important factor in understanding the nature of interval and ratio variables. Unlike ordinal variables, interval and ratio variables can be measured in units which increase or decrease in consistent steps for each unit. It is possible to say that there is an age difference of two years between a 29 and a 31 year old. It is possible to say the same about the age difference between a 56 and a 58 year old.

The single difference between interval and ratio variables is that ratio variables have an absolute zero point. So age is an example of a ratio variable, since someone cannot have an age which is a negative value. Interval variables, however, do allow for negative values. An example might be when recording changes in points in school performance league tables. A school may have increased or decreased its number of points since the publication of the previous tables, so this could be represented as either a negative or positive value. When it comes to analysis, what this means is that ratio variables can be measured in multiples. For example, of someone’s age, it could be said that ‘at 40 years old, she was twice the age of her 20 year old son’. This type of statement is not applicable to interval variables, since the scales upon which they are based do not have the absolute zero point from which all values are calculated.

Within the realms of quantitative data, the level of measurement dictates the degree and complexity of analysis which can be carried out, and therefore the questions which can be answered, or types of hypotheses which can be tested. Since the measure or indicator you choose to use will affect your analysis, it is important to be clear about the ways in which you wish to interrogate your data, and to build this into the research design from the start. As de Vaus (1996, p.131) suggests:

The level of measurement of some variables can be determined by the researcher by how the question is asked in the first place, how it is coded and by the purpose for which it is to be used.

It is therefore advisable that when starting out with quantitative research, you consider not only what questions you wish to ask, but the format in which you wish them to be answered.

Descriptive analysis

When collecting quantitative data, it can often be difficult to get a ‘feel’ for what the data is telling us. The qualitative researcher will have made extensive fieldnotes and spent a good deal of time with the participants, and so have a sense of the data as it is being collected. One of the first things a quantitative researcher will want to do is gain a ‘snapshot’ of the data. This will provide a good basis for further analysis, and will enable any skews in the sample to be dealt with. Descriptive analysis provides a very basic summary of each variable in our data, by showing a proportionate
breakdown of the categories for each variable. This is most commonly represented in a frequency distribution, or with some descriptive statistics. An example of a frequency distribution can be seen in Table 8.1.

The table allows us to see that the most popular mode of transport for travelling to work is as a car driver, with 373 out of 589 cases falling into this category. Importantly, however, it also provides information about how this proportion can be represented as a percentage. When carrying out quantitative research, it is unusual to conduct a census, whereby the entire population being studied is included in the sample. For this reason, when we come to carry out analysis we seek to make inferences from our sample which can be used to form generalisations about the population as a whole. If the organisation being looked at actually consisted of 589 members of staff workers, then to say 373 workers travelled as car drivers would give us an accurate reflection of the proportion. However, this particular organisation consisted of 4,763 members of staff, and the research only covered a sample of these (Aldridge and Levine 2001, p.79). Now the frequency counts alone become less helpful: to present the information as 373 out of 589 when we are discussing an organisation of 4,763 members of staff does not give us an accurate reflection of how this relates to the population as a whole. A percentage offers a useful solution to this problem, since whatever the size of the organisation, a percentage of 63.3 represents the same proportion. There is an additional advantage of referring to percentages, since it allows comparison between samples. If we wished to compare the travelling patterns of workers from two differently sized organisations, comparing frequency counts would be pointless, whereas percentages account for the differences in the total number of cases in each sample.

**Descriptive statistics**

Frequency distributions are useful tools for providing an overview of the proportionate breakdown of a variable into its component categories, and will often
suffice for basic descriptive analysis. There will be occasions, however, when rather than looking at every category in a variable, it is more useful to get an idea of what is the typical category, or average value. In order to do this, we need to make use of measures of central tendency. These provide us with a single value which can be said to typify broadly the way the cases are split between the categories of a variable. There are three measures of central tendency, each associated with a particular level of measurement. These are outlined in Table 8.2.

With the mode, we arrive at a number which relates directly to the category associated with that particular value. It may be, for example, that with a nominal variable indicating residential status we establish a modal value of 3. This is meaningless until we also establish that this value relates to the category ‘Home owner’. Similarly, an ordinal variable which measures levels of agreement on a Likert scale may present a median value of 5. This only becomes meaningful when we look at the associated category to discover that this value relates to ‘moderately agree’ (see Table 8.3).

The mean differs in that it can be a non-integer. If we were looking at age as a ratio variable, it would be perfectly feasible to have a mean age of 36.45. This further emphasises the importance of recognising the level of measurement of a variable and using the appropriate measure. Measures of central tendency and other statistics which we shall cover briefly are all based on working assumptions about the data we are dealing with and will be rendered meaningless if these assumptions are incorrect.

---

**TABLE 8.2 MEASURES OF CENTRAL TENDENCY**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Associated level of measurement</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode</td>
<td>Nominal</td>
<td>Category with the highest percentage in a frequency distribution</td>
</tr>
<tr>
<td>Median</td>
<td>Ordinal</td>
<td>The mid-point along a ranked frequency distribution</td>
</tr>
<tr>
<td>Mean</td>
<td>Scale</td>
<td>The ‘mathematical average’: the sum of values for all cases divided by the total number of cases</td>
</tr>
</tbody>
</table>

**TABLE 8.3 INTERPRETING A MEDIAN VALUE**

The Likert scales below represent two possible sets of responses to a question. A median value of 5 only has meaning when the associated category is known.

1. Strongly disagree
2. Disagree
3. Moderately disagree
4. Neither disagree nor agree
5. Moderately agree
6. Agree
7. Strongly agree

---
Obtaining a single value which provides an indication of typicality is useful in that it provides a concise and precise measure, but it is limited in that by concentrating on what is typical it is possible to lose a sense of how all the values are distributed across the sample. In order to tackle this problem we need to refer to measures of dispersion. The two most commonly used measures are the range and standard deviation. The range simply presents the difference between the maximum and minimum values of a variable. It is therefore useful when used in conjunction with the median for ordinal variables, since it implies a range of values which can be ranked. In the previous example where the median value of a Likert scale variable was 5, some sense was made of this because we knew the value related to the category ‘moderately agree’. If our Likert scale consisted of only values 1 to 7, then a median value of 5 would be considered reasonably high, but if it consisted of the values 1 to 15, it would be considered low. It is therefore important to know something about the dispersion of values as well as the central tendency.

The standard deviation is used in conjunction with the mean, and measures, on average, how far the value for each case deviates from the mean. This is an accurate way of illustrating whether the values are widely dispersed, or whether they tend to cluster around the mean. The standard deviation is useful when comparing two groups. In a health study, for example, we might discover that the mean values for number of visits to a gym in one week were 3.45 for males and 3.47 for females. On the surface, this might suggest that both males and females, on average, shared similar exercise regimes. However, on further analysis we discover a standard deviation of 2.9 for males compared to a standard deviation of 0.4 for females. This would suggest that, actually, females are far more consistent in their visits to the gym, whereas males varied greatly in their dedication.

Relationships between variables

Descriptive statistics enable us to present a picture based on single variables, and as an initial stage in analysis this is a very useful starting point. In some cases, such as exploratory research, it may be that descriptive statistics enable us to answer our research questions. Take an example of a research project which sought to establish the prevalence of crime within a particular area. We might devise a series of measures which asked a random sample of respondents from the area whether they had been victims of, or witnessed, different types of crime. By looking at the results we could provide an answer to our research question which was perfectly satisfactory.

This example provides us with a description of a phenomenon: it enables us to establish what are the prevalent types of crime within the area. It does not, however, offer any explanation for the existence of these crimes or why certain crimes are more widespread than others. It merely describes the situation: this crime is happening. In order to investigate this example further it is necessary to try and establish association between crime and other factors. In other words, we need to look at variables together, through a process of bivariate analysis.
The main premise behind bivariate analysis is the identification of association between two variables. To this end it is necessary to use a variety of statistics which enable us to observe the change in values of one variable in relation to the change in the values of another. In order to try and establish why these particular crimes took place we may seek to identify whether certain characteristics of the area, or the victims, had any bearing on the types of crime. Some questions which we might seek to answer by establishing association might include:

- Are males or females more susceptible to different types of crime?
- Do areas with higher unemployment rates have a higher crime rate?
- Does the prevalence of drug use within an area affect the levels of crime?

In order to tackle the first question, which consists of two nominal variables, it is useful to cross-tabulate the frequency distributions of the two variables against each other. Cross-tabulation produces a table whereby the frequency distribution of one variable is set out in columns, and the frequency distribution of the second variable is set out in rows which intersect the columns of the first. This enables us to look at the distribution of one variable broken down within the different categories of another variable. A cross-tabulation table of these two variables might look something like that shown in Table 8.4.

<table>
<thead>
<tr>
<th></th>
<th>Males</th>
<th>Females</th>
</tr>
</thead>
<tbody>
<tr>
<td>Violence against the person</td>
<td>74</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>27.8%</td>
<td>28.9%</td>
</tr>
<tr>
<td>Robbery</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>21.4%</td>
<td>18.9%</td>
</tr>
<tr>
<td>Domestic burglary</td>
<td>53</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>19.9%</td>
<td>22.4%</td>
</tr>
<tr>
<td>Motor vehicle theft</td>
<td>82</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>30.8%</td>
<td>29.8%</td>
</tr>
<tr>
<td>TOTAL</td>
<td>266</td>
<td>228</td>
</tr>
<tr>
<td></td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

The table presents us with a frequency distribution of crimes broken down by the sex of the victim. On the surface, there may appear to be some differences in the frequency counts between males and females. Robbery and also motor vehicle theft appear to afflict males more than they do females. However, it is important to look at how these figures translate into proportions of the disproportionate numbers of males to females. When we observe these figures as percentages, the differences seem to be less apparent. When looking at tables such as this where the different categories within a variable contain different numbers of cases, it is important to
use percentages to enable an accurate comparison of proportions between the two
categories.

As with univariate analysis, the use of tables to identify patterns is helpful up to
a point, but this can become particularly unwieldy to the eye when cross-tabulating
two variables, each of which may consist of many categories. This issue becomes
even more complex when analysing more than two variables. As an alternative, the
use of a variety of statistical tests designed to measure association by producing a
single value is a more attractive option.

There are many statistical tests for association, too many to go into here, but it
is worth noting some of the underlying principles. The choice of test will depend
on the level of measurement of the variables in question. Phi and Cramér’s $V$ are
applicable to nominal variables, Spearman’s rho can be used where one of the vari-
ables is ordinal, and the other is ordinal or interval/ratio. Finally Pearson’s $r$ can be
used to measure association between two interval/ratio variables. The result of the
statistical test will provide a value of between 0 (indicating no relationship) and 1
(a perfect relationship) and, depending on the test, this may or may not be accom-
panied by a + or – sign to indicate whether the relationship is positive (values of
both variables increase together) or negative (values increase in one variable as the
values decrease in the other variable). This presents us with a very concise measure
of association between two variables (Definition 8.1). See also Example 8.4.

**Definition 8.1 What constitutes a strong level of association?**

There is some debate over how large the value for a measure of
association should be before it can be considered large enough to
warrant commenting upon. However, as a rough guide, the following is
a reasonable estimate.

- Between 0 and 0.2: No to weak association
- Between 0.2 and 0.4: Weak to moderate association
- Between 0.4 and 0.6: Moderate to strong association
- Between 0.6 and 0.8: Strong to very strong association
- Between 0.8 and 1.0: Very strong to perfect association

**Example 8.4 Positive and negative association**

The number of cars in a city could have a positive association with levels of
pollution. Tiredness and concentration can be said to be negatively associated,
since as we become more tired our ability to concentrate decreases.
Statistical significance

When dealing with data which has been collected from a sample, rather than the whole population, we are presented with a quandary. How can we be sure that the conclusions we are drawing on the basis of our analysis apply not only to the sample, but also to the population as a whole? There will always be the possibility, even with carefully selected samples, that the sample is not representative, and that observed patterns have simply occurred in our sample by chance. Unfortunately this cannot be entirely overcome, but we can work out the likelihood of this happening by testing for statistical significance.

Statistical significance works on the basis of establishing a null hypothesis. This is a hypothesis which states there is no relationship existing between the two variables. In trying to establish association between variables, we are seeking to reject this hypothesis (thereby establishing that there is, in fact, a relationship). However, if our findings are not an accurate reflection of the population as a whole, then there is the possibility that we may reject the null hypothesis when we should be accepting it. The probability of doing this forms the basis of the level of statistical significance (see Example 8.5).

Example 8.5 Statistical significance in survey analysis

Consider the following quote, which is based on data taken from the 2001 General Household Survey, and looks at association between age and variables concerned with neighbourhood spirit ‘Those in the youngest age group were the least likely to be neighbourly’. In comparison, people in the oldest age group (those aged 70 or over) were most likely to speak to, know, or trust their neighbours (Coulthard et al. 2002: 27). The quote seems to support concerns about ‘the youth of today’ lacking community spirit. However, when we consider that the survey only covered 8,989 households in Britain, we may start to experience a few doubts. The sample size, while large even by national survey standards, still only represents an extremely small proportion of the population as a whole. We might start to think that the researchers just happened to pick a selection of young people who felt disinclined to talk to their neighbours. Really we do not want to believe that community spirit is disappearing with the younger generations, but when we read that ‘differences mentioned in the text have been found to be statistically significant at the 95% confidence level’ (2002, p.ix), then we have to admit defeat. This example demonstrates how important it is to support any inferences made about the population with statistically significant results.

A generally accepted level of statistical significance is 1 in 20. The expression for this level of statistical significance is $p < 0.05$ (five times in a hundred, or
0.05 times in 1). That is to say, the chances that we may be rejecting the null hypothesis when we should be accepting it are no more than 1 in 20.

Various tests for statistical significance exist. Perhaps the most commonly used one is chi-square, which tests for statistical significance in cross-tabulation tables. If the statistical significance of the test is less than 0.05, then we can conclude that there is no more than a 1 in 20 chance of the association observed in our analysis occurring by chance, and can therefore be more secure in making inferences from the sample to the population.

### Association and causality

So far we have looked at a number of ways of establishing whether relationships exist between variables, and these are all useful tools in seeking out association. However, there is an important difference between association and causality. The notion of causality concerns a relationship between two variables which is based upon cause and effect. That is to say, the values of one variable (an independent variable) will determine the values of another variable (the dependent variable).

Returning to the example of crime, one of our research questions seeks to identify whether the prevalence of drug use in an area affects the level of crime. It may be that by measuring crime rates per capita, and numbers of drug users in different areas, we could find an association between these two variables: a higher crime rate exists in areas where there is higher drug usage. While we have managed to identify a pattern, could we conclude from this that the level of drug usage is actually responsible for the level of crime? Or could it be that there is another external factor influencing both variables?

Association and causality should not be confused. Simply identifying a relationship between two variables is not sufficient reason to suggest that one variable affects change in another. Bryman (1990) highlights three criteria which have to be met in order for causality to be established:

First, it is necessary to establish that there is an apparent relationship between two variables. This means that it is necessary to demonstrate that the distribution of values of one variable corresponds to the distribution of values of another variable …

Second, it is necessary to demonstrate that the relationship is *non-spurious*. A spurious relationship occurs when there is not a ‘true’ relationship between two variables that appear to be connected. The variation exhibited by each variable is affected by a common variable.

Third, it is also necessary to establish that the cause precedes the effect, i.e. the *time order* of the two related variables.

Establishing these three criteria is something which experimental research design often strives to achieve. The conditions in which experimental research are carried out allow for close control of external variables, and of the time order of the events being observed.
In survey research, however, these criteria are somewhat more difficult to measure, since the researcher collects data relating to many variables at one particular time. The upshot of this is that, while association between two variables can be identified relatively easily, the task of ruling out spurious relationships and establishing time order is more difficult to achieve.

Taking these three criteria into consideration, when seeking to establish causality between drug usage and crime rates, the first criterion has been met: we have established a relationship. The second criterion is harder to establish. Could it be that both crime and drug usage are affected by a third variable, such as the presence of organised gangs, or degrees of poverty? The third criterion is also questionable. Since data was collected at the same time, we have not established whether drug usage increased prior to an increase in crime rates.

In survey research, spurious relationships can be ruled out through a process of multivariate analysis, but when conducting small-scale research this can present an over-complicated analytical process. In order to establish time order, surveys can be carried out at repeat points in time using the same sample. This enables us to measure the development of phenomena and to measure patterns. Once again, however, for researchers of small-scale projects, this can be an overly time-consuming process. The unfortunate reality for the survey researcher is that causal relationships are difficult to establish, and assertions of simple association often represent the extent to which we can make claims about the relationships within the data.

Strategies and techniques for managing qualitative and quantitative data in tandem

We have already explored some of the questions thrown up by combining methods, and the justification for wishing to do so. When it comes to data analysis, there are essentially two broad ways in which we might want to handle the data. Firstly, methods can be used sequentially. An initial stage of qualitative enquiry can facilitate an ensuing quantitative stage (Bryman 1988), and vice versa. It is relatively common to begin the research process with an inductive, exploratory stage, out of which we generate theory then to be tested in a deductive, explanatory stage.

As an example, imagine a community organisation was seeking to tackle delinquency by tailoring community facilities available for young people better to meet their needs. It might be useful to carry out an initial focus group with a small group of young people to try and understand their interests, what facilities they would like to see provided, their frustrations, and why they felt they engaged in delinquent behaviour.

We would hope to generate an understanding of the issues that were important to young people, and develop some ideas of how facilities could be improved. In order to see whether these were universally held beliefs, we could then carry out a survey of young people in the area. In this example, the data collected in the initial
exploratory stage is analysed and coded, and this then forms the basis for the design of the questionnaire. Data is analysed sequentially, in order to develop and then test theory.

As Bryman (1988, p.136) suggests, ‘examples of investigation in which quantitative research precedes and provides an aid to the collection of qualitative data, are less numerous’, although he does draw attention to the possibility of using quantitative data to help with drawing a sample for qualitative work. When wishing to draw a theoretical sample, it is important that the cases in our sample match certain criteria which will enable us to strive towards theoretical saturation. It has already been suggested that theoretical saturation is achieved in the process of grounded theory by continually refining our research instruments and sample. Carrying out a large-scale survey which collects data based on variables which match the criteria of our sample can be an effective way of accessing such a sample.

When using methods sequentially in this way, the analysis of data, while focusing on the research question, has a dual purpose of aiding research design and refinement. It is therefore necessary to look at the data with these outcomes in mind. Analysis of the data does not represent a final stage in the research process, but a stepping stone between stages. In this respect, combining methods sequentially shares many characteristics of the process of grounded theory.

Another common reason for combining methods is that of data triangulation. The idea of triangulation stems from the geographical term whereby if the distances between two known points and a third point are taken, the exact position of the third point can be located. This is a useful analogy to keep in mind when carrying out data triangulation, since both methods of analysis must remain focused on the same point, which in this case is the research question.

Brewer and Hunter (1989, p.83) explain the rationale behind this approach:

Multimethod research tests the validity of measurements, hypothesis and theories by means of triangulated cross-method comparisons. Triangulation requires multiple sets of data speaking to the same research question from different viewpoints. The researcher infers validity from agreement between the data-sets, and invalidity from disagreement. To support these inferences, the data must be collected with truly different methods that are employed independently of one another but that are focused as tightly as possible upon the particular question being investigated.

An often used method of data triangulation is that of the survey questionnaire supported by in-depth interviews or focus groups. Questions over the validity of the survey method tend to centre around the limitations of a closed response in providing enough scope to explore meaning fully. De Vaus (1996, p.57) uses the example of church attendance to explore the problem of validity. A survey provides a useful tool for quantifying church attendance, but as an indicator of religiosity this alone is problematic. We may find from analysing survey data that we discover a prevalence of church attendance. While it is possible to explore the rationale behind this behaviour with a survey, the possibilities are somewhat limited. Through data
triangulation we could carry out some in-depth interviews to see what attending church meant to different people. It may transpire that attendance at church was considered a moral and social responsibility, rather than a religious practice.

On a practical level, combining data has obvious implications for the time and resources involved. We have already dealt with the issues concerned with managing large quantities of both qualitative and quantitative data, and so when bringing the two together the magnitude of these issues increases. However, once the practical barriers are overcome, there are many benefits to combining methods. Many of these benefits involve overcoming the problem of forced choices. When using single methods we might be confronted with decisions about whether to use a deductive or inductive approach, whether to maximise the reliability or validity of our data, or whether one process of analysis is more desirable than another. By combining methods we seek to eliminate these choices and tackle the flaws of either approach.

It is useful to look at the possibilities offered by combining methods and tackle the question from practical as well as a theoretical point of view. Using different methods sequentially can overcome the problem of choice between an inductive or deductive approach, while aiding research design. The use of data triangulation can offer increased validity. Combining methods would, therefore, appear to offer a variety of ways of improving the research design, which should arguably be the pursuit of all researchers regardless of their theoretical standpoint.

**SUMMARY**

This chapter has situated data analysis as a component of the research process which needs to be considered throughout every stage of the design. We have noted how early design decisions can shape the types of data which will be collected and therefore influence the analysis which will be possible. It is important to recognise this and make sure that the types of data collected are suited to responding to our research questions. In this sense, it is useful to work backwards through our research design. Once research questions have been formulated, it should be apparent what types of data will be required in order to meet the objectives of the research. This will then form the basis of the choice of methods, selection of sample, and design of research instrument.

We have considered the different formats in which both quantitative and qualitative data can present themselves, and how to manage the data. Issues of data collection need to take into consideration data analysis, since data is often organised in the field, whether this be through the writing of fieldnotes or recording of survey responses.

Statistical analysis techniques can be complicated. We have chosen to concentrate on introducing just some of the techniques which researchers use in order to explore the data and seek out associations. Owing to the widespread use of computers in analysing quantitative data nowadays, the emphasis has shifted from an understanding of how to calculate statistical tests to understanding where it is appropriate to use one test or another and how to interpret the results.
There are many texts which offer an in-depth exploration of the techniques we have discussed and many more (see Bryman 1990, Fielding and Gilbert 2000, Salkind 2003).

While the wealth of tools available to the quantitative researcher can be bewildering, it does at least offer comfort to the analyst in the form of strict guidance and established practice. Qualitative data analysis does not benefit from such strict guidelines, but models and approaches such as grounded theory can be used to gain assurance and confidence in our treatment of the data. Without the luxury of having a specific test which applies to identifiable types of data, it is important to remain focused on the research questions and to select data for analysis which are best able to answer these questions.

The debate over combining methods is one which can perhaps be best tackled by focusing on data analysis, since it is from analysis that the benefits can best be gained. Using analysis of data to inform the research design, or to validate our research, are both useful ways of strengthening our research in the face of criticism. The seemingly eternal question of epistemological concerns will remain, but it is worth considering combining methods for the fresh challenges it presents and for the possible practical advantages to be had.

Analysis is an element of research which is often perceived as the most problematic stage. This can often lead to a reluctance to begin analysis and time spent collecting more and more data instead, which simply exacerbates the problem. Getting started with data analysis is perhaps the most difficult part of the research process, but by seeing the analysis stage as part of the whole process, and not just something which happens at the end of your research, is a good way of overcoming this barrier. It is, after all, only through the analysis of our data that we begin to see our research questions finally illuminated.

### Chapter research task

Select an example of a research project which has been reported using extensive reference to the data. (Journal articles are a good source for this exercise.) Read through the methods and presentation of the results and answer the following questions.

1. What type(s) of data have been used in the research (quantitative/qualitative)?
2. How was the data collected?
3. Consider the research questions/hypotheses. How does the data help to address these? How does the researcher justify her or his choice of data? Do you think the data is the most appropriate given the nature of the research?
4. What do you think of the reliability/validity of the data?
5. Are there any gaps in the data (e.g. unanswered questions, incomplete samples)?
6. What techniques have been used to analyse the data? Has a particular approach (e.g. grounded theory) been used? Do you think that the choices taken here were appropriate?

**RECOMMENDED READING**
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Writing Up and Presenting Research Results

✓ To highlight the ways in which research writing links theory with practice
✓ To alert readers to the aims of research writing
✓ To sensitise readers to the need to communicate their research with their audience
✓ To provide readers with a framework within which they can write up research reports
✓ To provide practical guidance on the management of the writing process
✓ To enable good referencing and citation practice

Introduction

Introduction

The culmination of a research project arrives when all the hard work is put to paper and the fruits of our labours are shared with a wider audience. This means writing up
our research in a way which presents not just our findings, but the process through which we arrived at these findings. It demands an honesty about our research design and our perspectives, so that others can understand not just the research we have produced, but something about the way in which we have produced it. The foundation for this approach to writing is that research projects do not exist in isolation, but contribute to a wider body of knowledge which is constantly developing.

When carrying out research it is all too easy to become embroiled in our own research questions and objectives, so that when it comes to presenting our research we forget about situating it within the wider body of knowledge. Tackling this tendency is one of the core themes to run through this chapter. We shall emphasise the need to enter into dialogue with our writing. This requires contextualising our research within a theoretical framework and demonstrating an awareness of our audience. Who we write for will largely depend on the objectives (and sponsors) of the research, and our audience can determine writing style and linguistic choices, but whatever the audience, much of the purpose of writing up research remains the same. It is about sharing knowledge – knowledge which can help us to understand phenomena, open up other areas for future research, and enlighten the methodological debate.

As well as offering a consideration of the theoretical context in which writing up research takes place, we shall also look at some of the more practical steps towards constructing a research report. This will involve approaches to writing, knowing our audience, and structuring reports.

In exploring the writing up process, it is useful to consider Denscombe’s (2003, p.286) suggestion that:

There are some common themes and shared concerns that underlie formal reports of research across the spectrum of approaches within the social sciences. There is some general consensus that when writing up research, the aim is to:

1. Explain the purpose of the research
2. Describe how the research was done
3. Present the findings from the research
4. Discuss and analyse the findings
5. Reach conclusions

These five aims form a useful basis upon which to approach the writing of a research report. As Denscombe suggests, this appears to be one area, at least, where there is a degree of consensus among researchers. Qualitative and quantitative researchers may disagree on the precise layout or presentation of reports, and we shall acknowledge this, but for our purposes, the mutual aims of writing up provide a useful focus for our discussion.

We shall finish by considering the process of writing up and review. Particular consideration is given to situating our writing with the audience in mind, and review and reflection. We recognise the difficulties that novice writers can face when receiving criticism, but look at ways in which peer review can help with the writing process, as well as self-reflection.
Addressing the research question with your data

When presenting the outcomes of our research it is important to return to the very beginning and ask ourselves ‘what was the purpose of this research?’ The research process can be lengthy, and time spent in the field, or mulling over reams of data, can make the point of origin of our research seem like a dim and distant memory. So, when it comes to writing up, the temptation can be to see the light at the end of the tunnel and simply focus on bringing the research to a close, but it is important to remind ourselves of the aims and objectives of our research, since it is these which we need to address in our writing.

Research, by its nature, can throw up lots of interesting observations. As we journey through the process, our perceptions of and ideas about our research area may change, leading us to consider new possibilities (for future research, perhaps?). It is easy to see how we may forget what our original stance was, if we have become distracted by alternative ideas presented by our data. These new ideas are every bit as important as our original ideas, as they represent an advancement in knowledge, but we must remember that at some point, some time ago, we came up with a research question which we set out to address.

Enforcing the research question upon our write-up may appear to be a restrictive measure. What if the data throws up issues outside of the research question? Well, what we are suggesting is not that these issues are ignored, but that the research question should be used to guide the primary focus of our writing. One of the greatest barriers researchers face when it comes to writing up is tackling the problem of what to write about, and how to organise it. The research question can be used as guidance here, since it provides us with a framework within which we can organise the data.

In order to explore this issue further, we shall consider an example of a research project which produces rich data (see Example 9.1).

Example 9.1 Addressing the research question with your data
The following research question is from a fictitious example of a research project which asks: What effects, if any, has the increase in the use of email and text messages had on the ways people write English? The broad aim of the research is to see whether the acceptance of ‘shorthand’ formats for computer-mediated communication (such as using ‘l8r’ instead of the word ‘later’) has permeated into other areas of written English. For our research design, we may decide to use a mixed method approach, comprising the following methods.

- Analysis of a range of documentary sources: saved emails, and text messages, as well as handwritten documents (letters; diaries; student
assignments) from two different points in time: prior to email and text usage, and from now.

- A series of focus groups in which participants are asked to discuss how they write emails and text messages, and whether they think this style has crossed over into other forms of written language.
- A series of questionnaires asking about frequency of use of email and text usage, and for what purpose. Additionally, the questionnaire comprises a 'quiz', which asks respondents whether they thought examples taken from both 'text' language as well as conventional written English were suitable for a number of different situations.

As a mixed method research project, this produces a very large quantity of data. Some of the issues that are uncovered are as follows.

The documentary sources show that younger people use shorthand freely when communicating via email or text message, and there are some examples of student assignments where this language is also used. In addition to this, we discover that grammatical differences, characterised by a lack of punctuation, or use of new forms of punctuation (enclosing words in asterisks to denote strongly felt emotion) are creeping into writing. Older people tend to use some shorthand in text messages, but write emails in the format of a traditional letter, complete with full salutations. This data is relevant to our research question and so provides a useful structure for our writing. We can begin to write something about the finding that new technology-based language formats do seem to be affecting the way people are using written English, but that this appears to be a generational phenomena. This data has provided information which we can use in direct response to our research question.

Our focus groups may throw up similar findings, as people discuss among peers how they use language. The discussion may also lead to a discovery that some of the younger participants are not aware that the shorthand language they use has come out of technological communication, and have accepted it as the conventional way to write English. This data is also relevant to our research question, since it suggests something of the nature not only of the effect we are investigating, but also of its extent. However, during our focus group, as is common with the method, discussion also turns to other related topics and we discover that, because of email, some of our participants are keeping in touch with friends and relatives who are living abroad, a lot more frequently. This is interesting and poses the question: Does email have the potential for improving communication and preventing people from losing touch with each other? However, while it does relate to communication, it does not answer our research question, since it does not relate to changes in the linguistic nature of written English. We also discover that people make use of text message information services to keep up to date with developments in the news and sport. This also
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presents us with some interesting thoughts about the nature of the need to access information while on the move. It does not, however, answer our research question.

Finally, the questionnaires provide us with data which suggests that text language is only considered acceptable in certain situations, for example leaving notes for people, but that it would not be used in a formal essay. This is useful in isolating part of the nature of the effect we are investigating and the degree to which it has infiltrated written English – some situations are still considered too ‘formal’ for the use of shorthand. The questionnaires also present us with data which suggests that some people are now frequently using emails to communicate with people in which they share an office in the workplace. We may think ‘now this is interesting – is the art of conversation being lost to email?’ Yet this, once again, is a different matter from the main focus of our research question.

In looking at the types of issues that are presented by our analysis of the data in this example, it appears that the data can be split into two categories. Firstly, data which provides a response to the research question, and secondly, data which enables us to formulate new questions about related issues. It is important when writing up to be able to distinguish between these two categories of data and to structure much of our writing around the first. Research often ends up posing more questions than it answers. Sometimes, new questions will be fully pursued as part of an expanded remit of the project, but often the limitations of resources and time mean these matters are left for future research, and can be included as secondary points for consideration. The research community relies on such suggestions for future research in order to maintain a momentum in the development of knowledge.

**Inductive and deductive approaches to the research question**

Responding to the research question in the fashion we have outlined so far is arguably more straightforward when using a deductive approach. (Refer back to Chapter 3 for an explanation of deduction.) When we wish to test a theory, the theory will provide us with a hypothesis. A hypothesis for the example we have discussed may posit that the increased use of shorthand when sending text messages is leading to a normalisation of such use in conventional written language. A hypothesis such as this is a very useful device in framing our writing,
since it tells us precisely which data we require in order to be able to test the hypothesis. We need to discover whether there is any correlation between two variables: increased use of shorthand in text messages, and increased use of shorthand in conventional written English. (Using a content analysis of the documentary sources, we are able to allow for the timeliness of both variables and see whether the first precedes the second.)

When it comes to writing, the hypothesis enables us to keep focused on the research question, because of the direct relationship between the two, and it also tells us exactly which variables in the data we need to be writing about in order to answer our research question.

When writing about inductive research, we have to make more choices about which issues to include. Since our research question is likely to be open and exploratory, we must make a judgement call as to what data enables us to respond to the research question in such a way as to produce useful and valid knowledge. In other words, what do we need to write about in order to provide an answer to our research question? The inductive process invariably produces a large amount of data which in turn generates theories. From the focus groups carried out in our example, we might generate a number of theories about how people’s use of email has changed the way they communicate, but we still need to relate these back to the specific effects this has had on their use of conventional written English.

Addressing the research question is, then, a primary concern of the write-up. However, while it is important to remain focused on our own research questions, we must not lose sight of the fact that our research forms part of a wider body of knowledge. It is, therefore, also necessary to be aware of the need to situate our research within the context of theory and the literature.

**Relating your findings to existing literature and theories**

The carrying out of research is not an isolated act. It may feel like it is at times, particularly if we are working as a lone researcher on a thesis. We may think that while we are carrying out our research we are looking into a topic which is of great interest to us, but of little relevance to others. It is easy to become caught up in our own research project, with its specific aims and outcomes, and its research design which enables us to answer our research questions. However, the impact of social research is far more wide reaching than this, and it is worthwhile returning to the question ‘what is social research?’ that was posed in the first chapter to see why. Social research is about generating a body of knowledge which will enable us to understand better the world around us. In order to build up such a body of knowledge we must continually expand what we know by scrutinising our research in relation to established theory.

Situating research within theory elevates the application of our research to a new level, because, as May (2001, p.29) points out:
The idea of theory, or the ability to explain and understand the findings of research within a conceptual framework that makes 'sense' of the data, is the mark of a mature discipline whose aim is the systematic study of particular phenomena.

As we shall see, the interrelation between theory and research can be a complex one, but before we can attempt to understand this relationship, it is necessary to identify the theories which will be relevant, and for this we need to turn to the literature.

When we talk about ‘the literature’ in research we are referring to anything which provides us with background information relevant to our research area, whether this be definitions of terminology, results of previous research, or methodological guidance. Examples of a variety of literature sources are given in Example 9.2.

Example 9.2 Different sources of literature

**General guides to the literature/databases**

Because of the enormous wealth of academic literature, it is impossible to trawl through everything in order to find what we are looking for. A first port of call should be databases of literature available in libraries and on the Internet.

University libraries (as well as other reference libraries) have their own electronic databases which enable us to search for keywords, authors, and titles. Alternative resources are online databases, available via the Internet, and CD-ROM databases of abstracts. Use of these general guides will help to locate the further sources of literature outlined below.

**Encyclopaedias/dictionaries**

Encyclopaedias and dictionaries are particularly useful for defining terms and isolating key ideas and arguments within our chosen topic. Specialist subject encyclopaedias, dealing exclusively with concepts in, for example, sociology or philosophy, are increasingly available through the Internet. Making use of these helps us to become conversant with the subject terms and build up a general picture of the field we are going to research.

**Books**

Books can provide a good deal of methodological literature, and are valuable resources for informing research design, but other than major research studies, many research findings never make it to a full-length book publication.
Journal articles
Journal articles can provide some of the most recent research findings and debate in our chosen field. There are a substantial number of academic journals available. Many of these are available electronically, via web sites. While subscription is often required to access electronic journals through web sites, universities often have institutional subscriptions and can provide a password to enable access. There are an increasing number of journals which are only published online via the Internet, and some of them are extremely valuable resources which have the kind of editorial control associated with printed media. The growing ease with which anyone can publish anything on the Internet at a very low cost does mean we have to be cautious when making use of online resources, though. It is likely that journal articles will help provide a large proportion of the material relating to theory in our research area, but there are other sources which may provide even more up-to-date theory.

Conference papers
Conference papers can be useful in that quite often research in progress is presented at conferences, allowing an insight into current research in practice, and into contemporary theory. It is important to be aware that what is presented may well differ from the end product and so any results or findings will need to be treated with caution. Conference papers are particularly useful for gauging the current climate of a research area and getting a feel for the most up-to-the-minute methodological developments.

Statistics/official publications
Official statistics can be extremely useful in providing evidence of the existence of a phenomenon (e.g. regional unemployment figures, housing figures, educational attainment). University libraries will generally have statistics collections, and the web sites of public agencies are a good place to locate statistics in electronic format. Official publications such as government White Papers can provide useful guidance on national or regional policy.

Web sites
Web sites provide many different types of literature, including most of the above. It is important to note that some will be far more useful than others, and with the proliferation of Internet technology, web design tools, and the resulting fall in the cost of setting up and maintaining a web site, researchers must be able to evaluate the quality of a web site. It is also important to recognise that, while the Internet provides us with a wealth of information, it cannot provide us with everything, and we do still need to make use of other, traditional formats of literature.
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News groups and mailing lists

News groups and discussion forums can provide a useful place to access up-to-date debate around given subjects. While they are often informal and will not really provide much concrete literature themselves, they may well provide access to other researchers in the field who will be willing to point us in the direction of useful literature. Yahoo's E-groups is a good starting point for locating news groups and discussion forums.

Hart (2001) distinguishes between two different sources of literature: ‘topic literature’ and ‘methodological literature’.

**Topic literature**

Topic literature refers to sources which relate to the subject area we have chosen to investigate. It can tell us what theories and debates currently exist about the phenomena we are investigating. These theories will be based on prior research themselves, but of equal importance is the identification of gaps in knowledge – areas which are as yet unexplored, or at least from a particular perspective using particular methods. By discussing our research in the context of theory from the literature:

New research provides a link with the past, while at the same time pointing to new directions for the future. This is achieved by seeking answers to questions that have yet to be asked, and challenging answers that form the basis of current, conventional wisdom. (Cuba and Cocking 1997, p.54)

In order to do this, we need to have approached the literature with a number of questions in mind:

- What research has been carried out which is relevant to our own research?
- What were the main conclusions to be drawn from previous research?
- What were the methods employed by previous research?
- In which ways (conclusions and methods) are previous studies similar?
- In which ways (conclusions and methods) are previous studies different?
- Where are there gaps in knowledge?

Approaching the literature in this inquisitive way helps us to be critical of what we are reading, a vital skill in evaluating the literature. We should not take what we
read at face value. When reading about previous research we must question the relevance of theory to given situations, as well as scrutinising the methods that have been employed by others to reach conclusions. As Example 9.3 indicates, relevance of theory needs to be considered in geographical, political, historical, and cultural terms.

Example 9.3 The relevance of theory to specific situations

If we were carrying out research into the effectiveness of different teaching methods used in English inner city state schools, we would have to be very careful to ensure that the theory in the literature was relevant to our particular topic. Research carried out in the United States relates to a different culture of schooling, as would research carried out in Japan. Research carried out in 1940s' England would relate to a different point in history, when many aspects of the English schooling system were different to today's. Studies carried out in China would be set against a very different political backdrop. Any theory that has been derived from these studies needs to be considered in terms of these topics. Theories may be radically different when applied to different situations in different parts of the world, or at different points in history. Even when the geographical, political, and historical points of reference become closer to those of our own research, there can still exist fundamental differences. For example, contemporary research into teaching methods employed in private schools in England will be based on theory that is informed by the cultural peculiarities of the private school system, and may not be relevant to inner city state schools.

The literature review provides us with a theoretical framework for our research, as well as a justification for carrying it out. While, by its very nature, it has to be carried out prior to starting our own research, reference to the literature should not be considered as something which is only done when designing our research. When it comes to writing up the results of our research, we must continue to consider theory in the literature, and discuss our results in relation to this theory. This helps us to contextualise our results, as well as confirming or challenging existing theory. Without this discussion, our results become isolated and have no relevance to the body of knowledge to which we are seeking to add.

The following extracts are from a discussion of results in an article by Strange et al. (2003). Their study concerned whether young people would prefer to receive sex education in single- or mixed-sex classes.

Those advocating the inclusion of work discussing ‘gender’ in the sex education curriculum argue that, by exploring these issues, young people can move away
from unconstructive ‘gender wars’ and begin to change their ways of interacting with each other (Prendergast, 1996). Our analysis of discussions between groups of girls demonstrates how single-sex work with young women has the potential to enable girls to understand these gendered discourses and structures (see also Kreuse, 1992). (Strange et al. 2003, p.212)

The authors relate the discussion of their own results to the work of others that has preceded theirs. In doing so, they are able to add strength to the theories posited previously, but also they are able to make sense of their own data, by relating it to theory. Here we see a two-way relationship between theory and research. On the one hand, our research supports (or refutes) theory, and on the other, theory helps us to make sense of our data. Theory can be useful when we find ourselves asking of our data ‘what does it mean?’

Some of the data drawn on in this article also indicate the ways in which girls are willing to compromise their own needs in order to create classroom conditions that will be of benefit to boys (see, for example, girls’ views that a male teacher would be beneficial because boys will respond better). The belief from girls that they can and perhaps should act to ‘civilise’ boys reflects wider social norms about gender (Prendergast, 1996) which may well have an impact on their views about the appropriateness of mixed-sex versus single-sex sex education. (Strange et al. 2003, pp.211–12)

Here, the authors are able to build on broader social theories, in this case about gendered roles in society as a whole, and apply them to a specific situation. This link between more general theories and specific situations is important, as it adds strength to the argument that a given theory is relevant to, and can permeate, a number of different situations.

The pressures on boys to conform to particular forms of (heterosexual) masculinity may well make expressing a difference in opinion on sexual matters risky, and involve the possibility of being victimised or labeled as sexually inadequate (Salisbury & Jackson, 1996). This might explain why the views of boys who reported a preference in the questionnaire survey for single-sex education are not represented in the focus group data. (Strange et al. 2003, p.211)

In this last extract, the authors are making an important observation, not about the interpretation of the results, but about the validity of the methods. They point out an apparent conflict between two sets of data, but offer a plausible explanation for why this may be the case, based on theory. This demonstrates a need to consider our methods in relation to theory as well as our results.

**Methodological literature**

Methodological literature is often mistakenly perceived as reference material which helps us to justify our research design on merely practical grounds. (For example,
survey methods have these limitations; this is how an interview schedule is structured; organising a focus group can be problematic in these ways.) If we adopt this stance, methodological literature is not seen to offer us anything in the way of a theoretical framework in which to situate our research, but this assumption denies any epistemological context. Throughout this book we have sought to emphasise the place that theories of knowledge have in thinking about research, and methodology must be considered in its own theoretical framework in much the same way that sociology, political science, or psychology should.

Whether we are explaining or critiquing our methods, our writing must make reference to the methodological literature and key methodological debates. Firstly, we need to demonstrate that our design has been considered in light of the lessons learned, and advice given, by others. For instance, we might write the following passage:

For our research we wanted to access participants from other countries, so we could make cross-cultural comparisons. In order to do this, we made use of Internet chat rooms in which we held online focus groups. Mann and Stewart (2000, p.17) suggest that this method is ‘a practical way to interview, or collect narratives from, individuals or groups who are geographically distant’.

By supporting our research design with reference to the methodological literature in this way, we are able to defend against criticism. Our research will also add to the series of examples which help to justify this method, so once again we see a two-way relationship between research and the literature.

Secondly, we must demonstrate in our writing that we are aware of current debates around methodology, for instance by writing:

While some commentators still maintain that combining methods only amounts to a compromise of one’s theoretical perspective, we are increasingly seeing the use of both qualitative and quantitative approaches alongside each other accepted as a means to increasing the validity of data.

By engaging in methodological debates we make our own position known. Our research can then be read with a clear understanding on the theoretical reasoning, as well as the practical reasoning, behind our methodology.

Writing strategies

Of all the stages of the research process, the one which arguably plagues researchers the most is writing up. Writing can be perceived as an activity involving skills which we already have before becoming researchers. It makes use of our experiences of expressing our ideas by putting pen to paper – something which we start to learn from a very early age. The fact that writing is something which we are simply expected to get on with is reflected by the lack of attention given to it in the literature:
Social scientists write about the methods they use to collect and analyze social data, and about the results these methods yield. They rarely examine the process of writing itself. (Cuba and Cocking 1997, p.1)

A possible reason for this, as Bingham (2003) suggests, is that writing has become viewed as a process which is ‘unproblematic and transparent’, and that this stems from the early emphasis placed on realism in the social sciences. In attempting to emulate the scientific community, the writing up of research was seen as an objective process, whereby the researcher simply presented the results in an uncomplicated, straightforward fashion. However:

The consequences of adopting this way of writing in pursuit of an easy and error-free knowledge of the truth … continue to be felt today, and will affect you when you come to write up as they do everyone else. For, over time, what we might think of as an envy of those early social scientists has become sedimented in our ways of thinking to such an extent that we could now call the unproblematic and transparent model the standard discourse of writing up in the social sciences. (Bingham 2003, p.148)

So what we have is a lack of guidance on how to approach writing, combined with an expectation that writing is straightforward, so we should all just be able to get on with it. In the previous section we saw that writing is plainly not simply about reporting results, but about situating our writing within a broader theoretical context. Writing is also not just a skill we have which can be applied to any situation that requires putting words down on paper. Research writing has different objectives, style, and audiences to other forms of writing, such as essays, letters, and stories, and so the very idea of embarking upon writing up research can be a daunting task to the uninitiated. We cannot simply launch into writing; we need a strategy.

Having a writing strategy requires discipline. The process of writing can be quite an organic one – our writing grows as we explore and express ideas. When we are feeling creative, our arguments and discussion might flow freely and this is when the writing process can be at its most rewarding. A word of caution, though: in getting carried away by these moments, we may forget to stop and reflect. Similarly, in the moments when we face blocks in our writing, it is all too easy to get frustrated because we just want the writing to keep moving. It is at times like these when we need the discipline to say ‘stop, it’s time to take a break and reflect on what we have done so far’. A strategy helps us to plan how to approach our writing, and work out how to deal with barriers when we inevitably face them.

Before we look at strategies for the actual process of writing, there are a few practical things that we can do in advance that will make the process easier. Cuba and Cocking (1997, p.11) suggest that appraising the environment in which we do our writing can be beneficial. They suggest that a number of questions relating to where, when, and how we write need to be addressed before we actually sit down to write. Some of these questions are outlined below.
Is there a dedicated environment in which we can write?
If we are fortunate enough to have an office or study in which we can work, then this may prove to be the ideal environment. If we are going to be using a shared environment (a shared office; university computer rooms; a family room; the library) then we need to assess at what times the space will be exclusively available to us. Being interrupted during a particularly productive writing session can be extremely frustration, so it is important to plan to write at times when interruptions are least likely.

When is the best time of day to write?
If we are fitting in writing around other commitments, then we shall have to try and maximise our use of the time available, but if we know that we work better at certain times of the day, and are able to, trying to plan to write at these times can help. This may involve reorganising other aspects of our lives, but if it improves productivity it will be worth it.

How are we going to store our writing?
Most formal writing nowadays is carried out on a word processor. This means thinking about electronic storage and peripherals such as printers. Saving work regularly is a habit most definitely worth getting into. Most word processing software packages have auto-save features. By enabling these and making regular backup copies on other disks we can avoid any of the heartache of losing a day’s worth of work. Emailing files to oneself is also a good way of producing a backup copy which is stored on the server of our email client, which in turn will be regularly backed up.

How familiar are we with the software?
Word processing skills are common features of school curricula and are often taught at universities nowadays, but it is worth investigating the software we are using for additional features which may make the process of writing easier. Word processing packages come with a variety of automated features which make the organisation and production of complex documents a lot more manageable. It is worth becoming familiar with these features prior to starting our writing, as they can save time. Additional software is also available which can be used to manage and organise references. Such packages can be particularly helpful if we are producing a lengthy, heavily referenced text.

Having thought about the environment in which our writing is going to take place, we need to turn to planning. Day (1996) suggests that an academic paper can be written in under a week. This seems unlikely at first, but then she points out that this is just the actual writing that can be done so briskly, and this is dependent on a great deal of consideration and planning taking place before the writing even begins. She argues that with proper planning carried out in advance, the writing can be an
enjoyable and relatively quick task. This seems like an attractive prospect, and
certainly adds strength to the argument that planning needs to be taken seriously.

The first stage of planning requires producing a broad outline. We offer advice
on the structure and style of research reports later in this chapter, and the structure
of a research report will most likely relate to some, or all, of the section headings
we mention. Using these section headings as an outline is a useful signposting
mechanism, since it helps us keep focused on the relevant section during our
writing, and it tells our readers how the report is organised.

Within each section we need to consider what is to be dealt with, how, and for
what purpose. Cuba and Cocking (1997, p.94) inform us that the different sections
have:

different functions. For example, the introduction section is largely descriptive;
it aims to identify the research problem, and provide a clear statement about the
purpose of the report. Detailed discussion and lengthy, critical analysis are
unnecessary at this stage. These aspects are dealt with later, in the review of the
literature for example, where you will need to put your work into context by
considering the background reading you have undertaken for your project.
Recognising the difference of purpose should help you to break down the
writing task into manageable proportions.

This advice is useful for planning our approach. The organisation of our writing
is governed by different sections which require distinctive styles. As Cuba and
Cocking suggest, our literature review requires that we have appraised the key
arguments in our research area, and this requires a critical style. The introduction,
however, requires a descriptive style, since the aim is to give a summary of the
purpose of the research. Similarly, if we decide to deal with the description and
evaluation of methods in separate sections, then the former will have a very different
style to the latter.

With these different styles in mind, we can begin to plan an outline structure of the
report, accompanied by a series of objectives for each section, and the necessary style
required in order to meet these objectives. Broadly speaking, our sections will require
either a descriptive or a critical style of writing, depending on the objectives, although
some commentators, such as Bingham (2003), advocate a critical approach to all of our
writing. This argument is tied up with epistemology, and rests on the notion that the
social world cannot merely be described if it is to be truly understood. It follows that
even with a seemingly straightforward section of our report, such as where we are
stating the objectives of our research, we should take a reflexive approach to our
writing. In other words, we must not make assumptions about how our writing will
be interpreted or understood. Even descriptive writing is subjective, and will reflect
our own perspectives through our choice of language. The lesson to learn from this is
that we should not underestimate the importance of reflection in our writing.

Reflection involves having the time to be able to return to our writing, reread,
and rewrite. It requires writing several drafts. Gilbert (2001, p.367) advises that at
least three will be required: the first as a personal starting point; the second for criticism from peers; the third a further refinement based on this criticism. He also points out that we may not write the sections in the order they are to appear in our report. Some of our writing may happen at different stages of the research process: our literature review, for example, may be written early on in order to help us situate and operationalise our research. The first draft should be seen as a way of getting something down on paper, even if the different sections have been written in a different order and appear disjointed. Something which we must keep in mind at all times is that our first draft does not have to be perfect.

The first draft should therefore be seen as a tool – a process for making sense of the ideas in our head. Putting these ideas down on paper is a good way of organising our thoughts, as writing forces us to communicate our ideas. In many senses, the process of writing a first draft serves as a way to operationalise the abstract thoughts about our research that are in our heads. Once this first draft is written, the next thing to do is take a break. There is no point in typing the final full stop of our draft and then returning to the beginning and rereading it straight away. If we do, we shall be reading it from a privileged position, in which the thought processes which shaped the writing will still be fresh in our mind. This enables us subconsciously to fill in gaps in the writing with our own thoughts. By returning to our draft a few days later, we shall be reading from a fresh perspective, much more akin to that of our readers, and so the writing will have to speak for itself. We are far more likely to spot flaws in our arguments, structure, and grammar from this perspective. This will enable us to write the second draft which deals with these flaws. Then we are ready to show our writing to someone else.

This can be a nerve-wracking experience due to the prospect of receiving criticism and having our confidence knocked. Often the person whom we ask to review our work at this stage will be a supervisor or colleague, and so it is easy to feel that we are exposing our flaws to someone of an equal or superior academic standing. However, it is important that we do not hold back. The temptation might be to seek to gain perfection in our writing before showing anyone else, but this is simply counter-productive. If there are any fundamental flaws which run through our writing it is far more beneficial to have these pointed out to us as early as possible. We also need to remember that criticism is not a solely negative act. Having someone read our work can be a very positive experience. It can give us renewed confidence and motivation, and this should carry through to further refinements for the following draft.

**Writing for your audience**

Aldridge and Levine (2001, p.161) highlight the importance of recognising your audience when writing a research report:
In 1995, the Economic and Social Research Council published a booklet entitled *Writing for Business*. It contained the following extract from a research team’s summary of their work:

‘The research will present a structuralist informed challenge to both positivistic and humanistic/post-structuralist approaches to the study of the environmental crisis, and in particular to the neo-classical environmental economics paradigm.’ (ESRC 1995: 13)

This excerpt demonstrates how easy it is to become entangled in the language of social science when reporting to a lay-audience. The passage would work with an academic audience, but to a business audience, most of the excerpt may be lost. It is important when writing a research report (of any nature) to ensure that we remain informative while providing information in an easily digestible manner.

As we have seen, though, writing up research is not just about presenting our findings objectively to the reader. The problem of writing becoming viewed as a straightforward process of communicating our findings discredits our readers. All of the critical skills which we have thus far attempted to imbue in our own approaches to other stages of the research process apply as much at the writing stage as anywhere else.

Writing styles are many and varied, and very much depend on the individual. A writing style suggests something of the way in which we use the tools of language to communicate ideas. Such tools might include our choice of words, punctuation, and sentence structure. All of these elements combine to create a style which will, in part, be a reflection of our own personality, and also a reflection of the audience for whom we are writing. When considering our audience, we need to be aware of two factors: who is in the audience, and how best to communicate to them? The above excerpt has demonstrated how important it is to consider both of these points. Research is read by a variety of people, and these will not always be fellow researchers or people with a specialist interest in and knowledge of our field. Our research is also competing with a wealth of other research, and readers do not have the time to read everything. With this in mind, Day (1996) suggests that a reader will approach research with three questions in mind: is it interesting; can I understand it; and can I use it? In order to write for our audience, we need to be sure to address these questions.

Ensuring that our research is interesting places a lot of emphasis on the part that a reader will read first: the introduction. The introduction needs to draw our readers in and make them want to continue, even if it is not their specialist field of interest. Making the research interesting will largely depend on our style of writing, but this point is also strongly linked to the other two questions. In order to understand our research the reader will need to be comfortable with the terminology and sentence structure. The use of unnecessarily complex language when something a lot simpler will do is, unfortunately, a rather common practice among some academics. In an attempt to present themselves as experts through their grasp of technical terms and ornate words, they actually end up alienating...
many readers. We should seek to avoid this. Writing up is first and foremost about communicating our research to others, and not seeking attention for the extent of our vocabulary.

Clarity will therefore help our readers to understand our writing, and if it is easy to follow what we are saying, we are more likely to maintain an interest. Interest cannot be assured through the use of simple language alone, however. Research must be seen to have implications, to be doing something worthwhile, in order for it to be interesting. The way we write in relation to theory can help in this matter. Are we challenging established theory? If so, then this is very interesting as it offers something new. Even if we are confirming what is already known, this can be done with a strong sense of affirmation. Are we being critical of a situation? Writing critically can also add interest. Interest should not stop at theory, either: we should talk about our methods in an interesting way. Methods should not simply be seen as a tool with which we eventually generate data, they should be seen as part of an interesting process. With the range of methods available to us, and the range of subject matter out there to be researched, writing up research will inevitably involve writing about something new. This is a tremendous advantage, and we should make the most of it. The most important thing is to believe in our research. If we think it is worthwhile, and has something to add to the debate, and are truly passionate about it, then this should come out in our writing.

The final question of whether the reader can use it will often be the only question that is ever asked. Recalling our earlier discussion of situating our own research in the literature, we suggested that research we use should be relevant, and that abstracts can be useful devices for deciding this. Other researchers will be looking at our research and asking the same questions of our reports as we have already asked of others. Is this relevant to what I am doing, and can I use it? Not only researchers, either, but policy-makers; students; businesses; voluntary sector organisations; the list goes on. Our research is likely to be read by a range of audiences, but they will all be asking whether they can make use of the findings of our research for their own purposes. To achieve this, we need to make sure we have addressed the research questions with our data, as previously discussed.

Activity 9.1 Thinking as a reader (adapted from Day 1996)

This activity will enable you to develop a critical eye for a good research write-up and empathise with the reader. Select a piece of research that you have not read before. This should ideally be a short piece, such as a journal article. Read the article considering the three questions below, and note down examples in each case.

(Continued)
The structure and style of research reports

Up to now we have tried to avoid being too prescriptive when discussing the process of writing up. We have to recognise that different approaches to writing work better with some authors than others, and that our audience will partially dictate the way in which we write. However, upon reading a variety of research reports, we may notice something encouraging about the way different authors organise their reports. This is one area where there does appear to be some consensus. Whether our research is quantitative or qualitative in nature, the research report needs to consist of a number of sections which deal with the different stages of, and rationale behind, the research process. The sections we outline here are offered as a guide to structure, and should not be taken as the final word on the matter. Journal articles or theses may have a predetermined list of headings which have to be adhered to, but regardless of the precise wording of the headings, the same elements will need to be included. What follows can be used as a checklist when writing up a research report.

Title

Sometimes the most obvious elements are overlooked. The title of the research should be made to be concise, but also give a flavour of the purpose of the research. The title does not have to be the same as the research question – this can be appended as a subtitle – but sometimes when we have a whole series of research questions, even this may not be appropriate. Eileen Barker’s *The Making of a Moonie* (1984) is a good example of a study which sought to answer a large number of questions which helped to provide an insight into a group, something which is common in ethnographic studies. To try and frame all of the objectives and research questions in
the title would have been futile, so instead she chose the far shorter version that appears in print. This title gives a sense of what the research is about, but leaves the precise nature of the goals of the research to research questions found within the text.

In addition to the title, the front page should contain the name of the author, date, and names of any sponsors of the report.

Abstract

The abstract, while appearing at the front of the report, should be written last of all. In order to understand the purpose of an abstract, it is useful to consider where we might come across them. Earlier in the chapter we mentioned using databases to aid with literature searches. These often consist of a collection of abstracts which enable the searcher to decide upon the relevance of the source. With this in mind, consider what someone might be looking for in an abstract. They would want to know the aim of the research, the methods employed, the outcomes of the research, and any theoretical implications. These, then, are the points which need to be covered in the abstract, but it must remain brief; 200 words is normally more than sufficient, and often abstracts appear as single paragraphs.
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Introduction

The introduction, along with the conclusion, to any form of writing can be the most difficult elements to get right. The introduction serves a dual purpose of providing an idea as to the content of the report, and convincing the reader that it is worth reading.

Gilbert (2001, p.370) says the introduction should:

Indicate the topic of the paper, demonstrate why this topic is interesting and important, and show how the approach taken in the paper is an advance on previous work. In brief, the purpose of the Introduction is to get the reader hooked. This means starting from the reader’s present knowledge and leading him or her on to seeing that the topic is worth spending some time investigating.
The importance of captivating the reader cannot be overstated. It is a misconception to assume that research will be read simply because it is inherently valuable. We must convince the readers that our addition to the body of knowledge is going to further their understanding of the topic as well as providing an interesting read along the way.

**Literature review**

The introduction sets the scene for the literature review, in that it states the objectives and any hypotheses which are to be tested. It also provides an overview of the theoretical framework, and context (social; historical; political; cultural; economic; geographical). The literature review then expands on this, and provides a justification for the research, as well as a critical appraisal of the theoretical backdrop against which the data will be analysed.

The literature review helps to make sense of the research. It should silence any doubts about why the research has been carried out, and it should demonstrate that we are conversant with the terminology and theory which relate to the phenomena under investigation.

**Research design: methods**

When describing our methods it is necessary to provide sufficient detail so that the reader could replicate our research design (if not our results). This enables the reader to affirm the reliability of the study. In pursuing this aim, relevant elements from the following list should be included:

- Who is involved in the research: participants/organisations, and how these have been selected.
- How data has been collected.
- How data has been analysed (choice of statistical tests or analytical models).
- Any practical barriers which had to be overcome, such as access to sample or potential gaps in the data.
- Ethical considerations arising from the research.

One of the commitments we have as researchers is to share not just what we have learned from what our results tell us, but our experiences of using our chosen methods. In order for a reader to have confidence in our study and our interpretations of the data she or he must be told about how the research progressed. Once again, this requires reflection on the research process, and demands that we question our methods. No matter how carefully we design our research in advance, it is only upon completion when we look back over it that we can truly scrutinise our methods. We need to ask whether the methods we applied were appropriate to our
study. Key issues which have been addressed throughout this book can be used to shape our methodological evaluation. These include:

- **Validity**
- **Reflexivity**
- **Objectivity**
- **Ethics**

In offering an evaluation it is important to admit to any subsequent shortcomings in the design. If our research is being read in a critical manner by our readers, these will become evident and we shall be expected either to defend them, or to accept them and take them into account with our discussion of the data.

Possible issues to be aware of are:

1. **Limitations of the sample** in terms of its size, response rate, and representativeness, for example when reliance has been placed upon the success of a snowballing approach to sampling which has resulted in fewer participants being found than had been hoped, or low returns from a postal survey resulting in difficulties when analysing small subsections of data.
2. **Reliability of measures**, for example ambiguous questions in a survey, or timing of events in an experiment by hand with a stopwatch.
3. **Validity of indicators**, for example where secondary data has been used and variables which relate to perceived levels of crime have been analysed as a representation of actual crime.
4. **Ethical implications**, for example where data collected in an in-depth interview could potentially reveal the identity of the interviewee, so very few quotes have been included in the analysis and discussion of results.
5. **Inappropriate analytical models**, for example where a causal relationship has been identified between two variables without using multivariate analysis to exclude the possible influence of third variables. If textual data is quantified, this would also require justifying.

**Statement of results**

When writing about our data we need to decide whether to present the data first, and then discuss it in the ensuing section, or combine our discussion with the presentation of results. The former option has the advantage of allowing the readers to interpret the data by themselves and draw their own conclusions about the implications of the results. This can be favourable, as it enables us to defend our report against criticisms of overly subjective interpretation. If we assume this approach, data should be presented in such a way as to describe the results. With quantitative data, this can be achieved with tables and graphs, and reference to figures. Indeed, quantitative data lends itself more readily to complete summaries,
since large quantities of data can be summarised relatively easily in tables. Qualitative data presents a rather different challenge, though. Results can be described with reference to selected parts of the data which reflect our research questions. However, it is extremely unlikely, because of the expanse of data that qualitative research produces, that we shall be able to offer a complete picture of all of it. In deciding what to include and what not to, we must accept that we are introducing a degree of subjectivity. There is no easy way around this; all we can do is try to ensure that a balanced picture of the data is provided, by selecting data from different participants which provides an account of the competing perspectives found in the data.

Discussion

Assuming that we have opted to provide a separate descriptive overview of the data, the discussion provides an opportunity to reflect on the data, address our research questions, and contextualise the findings within theory from the literature. This section should be the most enlightening. In some respects, it is the reason for carrying out the research in the first place, since it is here where the way in which our research enhances knowledge comes to light. The purpose of our research is addressed through our interpretations of the data and how we see this fitting in with what else is already known. The discussion relies heavily on the ability to link our research with theory, as discussed earlier in this chapter. We should make our position clear in relation to any debates or schools of thought in the field. If we are using a particular model or philosophical perspective with which to interpret our data, this should be stated.

Conclusion

Apart from the introduction, the conclusion is often the most difficult part of the report to write. It signifies the end of a lot of hard work, so we shall want to get it right. It is also, along with the introduction and abstract, often the only part of the report that will get read. The conclusion should draw the report to a close, by reiterating the main points, which might seek to address some, or all, of the following questions:

- What were the main findings of the research?
- How do these findings sit within the context of theory?
- What are the implications of the research?
- What lessons can be learned from the experience of carrying out the research?
- What can be learned from the way methods were employed?
- What areas are open for future research?
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Throughout the write-up, we will have made reference to a number of sources. These all need to be included in a list of references. (See the next section for details of how and when to cite references.) This is the minimum requirement, although there will inevitably be more sources which you have made use of throughout the research process, but to which you have not cited a reference in the text. These can still be included as a bibliography, as it provides the reader with a useful list of relevant material.

Appendices

It is easy to see appendices as a repository for all the bits of a report that do not seem to fit anywhere else. However, appendices need to be carefully thought out and relevant. Items such as a copy of a questionnaire, interview schedule, or observation plan are useful elements of an appendix. Statistical tables can be gathered together in an appendix, with only a selection relevant to the discussion dealt with in the main body of the text. The important thing to remember is that appendices should be cross-referenced in the text. The readers should be made aware at what point during the report they need to turn to the appendix and make use of the information. Without such clear signposting, the appendices will just take on the form of some additional information that has been included at the end to pad out the report.

Referencing and citation

We have placed a good deal of emphasis on the importance of situating our research in the context of theory in the literature, in terms of both our topic and methods. With this in mind, it is important to understand how and when these references to others’ work should be included within our writing. Moreover, it is important to have an idea of why they should be included, and this is what we shall turn our attention to here.

When considering why references are important, it is useful to consider who the practice of citation affects and benefits. There are three interested parties with regards to referencing:

1. The reader – citing references directs the reader to the original source, therefore enabling a more thorough understanding of our research and development of ideas. Our writing may contain assumptions based on established theory. It is not enough, however, merely to assume that the reader is familiar with a particular theory and so it is necessary to provide readers with enough information to understand the topic. This can be done through the literature
review, and by offering clues as to where they can pursue the topic in more depth through our references.

2. The cited author – we are showing our recognition of another individual’s work, whether we are supporting it or criticising it. This can enable constructive dialogue between writers. In addition to this, sometimes an idea may have already been voiced so fluently that it would seem pointless to try and phrase it differently. In these instances it is useful to directly quote an author.

3. Ourselves – not only does citing references add credibility to our work, but it can also help to avoid legal complications brought about by wrongfully passing off another’s work as our own.

When should you cite references?

There are two important factors to be considered when deciding when we should cite a reference. Firstly, we need to decide at what stages in our writing it is suitable to cite others’ work. This is something which will depend very much on our own style. Some writers have a persuasive, articulate style which can stand up on its own extremely well and can rely less on others’ work to relate arguments. Others may find that they need to include quotations more often to add conviction to their argument. This will also depend on the nature of the subject matter – some topics can be backed up by real examples from historical or contemporary events, rather than taking them from texts.

In addition to deciding when it is suitable to cite a reference we have to decide when it is necessary. Often this is fairly self-evident, when we are using a direct quote, for example. However, there are more ambiguous occasions which can be overlooked. Take the following example:

Jones has argued that social research is a futile task, characterised by an endless desire to provide answers to questions which are essentially unanswerable.

In this passage an idea has been credited to the author. There is no direct quote from a certain text and so why cite a reference? The passage seems only to paraphrase a theme running through the text, but this still requires proper citation. The reader may want to read Jones’ original piece which deals with this idea and so it is essential that a reference is provided, particularly when, as in this example, an entire argument has been reduced to a few lines of description.

The reworked passage below is far more informative in that it provides the reader with the exact source which the author is drawing her or his information from. The reader will now be able to read this and conclude that the passage is, indeed, a rather poor summary of the idea it is attempting to describe.

It has been argued that social research is a futile task, characterised by an endless desire to provide answers to questions which are essentially unanswerable (Jones 1999, pp.119–128).
It becomes evident from this example that great care must be taken when introducing other scholars’ ideas into our own work. As a general rule, if we are referring to another person’s work whether directly or indirectly, then we should cite a reference.

There are situations when it is unnecessary to cite a reference. When relating our research to established theory we should cite the source of this theory. Theoretical development is not always this straightforward, though. Theories are more often than not the result of the culmination of years of work by a great many theorists and become more a school of thought. (Paradigms are good examples of this: positivism and interpretivism are difficult to attach to any one singular source.) In these cases some licence can be granted and the ideas can be seen as ‘public domain information’ (Moxley 1992, p.129). So, for example, we might say:

Feminist methodology places much importance on equity between researcher and participant.

We do not have to cite a reference for feminist methodology, since while it may be possible to trace its origins back to a handful of particular individuals, it has now developed into a widely used approach to research.

**Placing references in context**

Giving a point of reference to the reader is helpful in aiding further exploration of the topic, but it would be very unusual if a reader stopped at each citation to find the relevant reference and read the relevant work. It is therefore our responsibility to introduce citations and place them in a context that will make sense to the reader. Politicians are often found to be complaining about being misquoted by the press. Placing a phrase in the wrong context can provide an entirely different interpretation. Likewise, statistics are particularly open to manipulation and misrepresentation. As academic writers, not journalists, it is in our interest to ensure that we do not do this.

When introducing a quote, no matter how comprehensive the quote is in conveying its meaning we need to inform the reader of any similarities to, or differences between the contexts in which the author cited and ourselves are writing. When writing about contemporary popular culture we may wish to include a quote from the nineteenth century which is relevant to the argument, but it is important to recognise the different social, political, economic, and cultural environments in which the author was writing.

When citing research findings, it is vitally important to include a summary of the methods used to draw the conclusions to which we are making reference. Take the following example:

Ninety percent of Britain consider the economy to be in a healthy state.
While on the surface the information seems useful, there is no way of being sure of the quality of the source. There is no indication of sample size (it could have been as few as 10 people), or sampling methods; no indication of how the survey responsible was administered; no definition of ‘economy’ (British or world economy?); and no comparative responses (e.g. very unhealthy, unhealthy, neither, healthy, very healthy).

The above example is an extreme one, but helps to illustrate the importance of providing the reader with the necessary information to make an accurate reading of the meaning of our references.

Systems for referencing

Having established when we should cite references and why it is necessary, it is important that we do so in a manner which is consistent with an established approach. There are two forms of citation which are most commonly used in the social sciences: the numerical system and the Harvard system. We shall provide a brief overview of each here, but for a full and detailed exploration see Cuba and Cocking (1997, pp.113–25).

The system we have used in this book is the Harvard system, and involves placing the surname of the author and date of the publication immediately after the relevant part of the text. In addition, if the citation refers to a particular section or quotation from a specific page, then the relevant page numbers should be included. This is perhaps the most widely used and accessible system, so it is this one we shall concentrate on here, by offering a summary of some of its key conventions.

The list of references is arranged alphabetically, by author, then chronologically by date. If references are made to publications by the same author in the same year, then each publication is identified by a letter following the year (a,b,c, ...) in order (see Example 9.4).

Example 9.4 Referencing multiple works by the same author


There are a couple of things to note about the order of this list. Firstly, the sources for which Hammersley is the sole author come before those for which
he was joint author. Secondly, the two sources published in 1992 are identified by the letters ‘a’ and ‘b’ to distinguish them. This list also shows how books, journal articles, and online references should be formatted. Common to all is the fundamental information relating to the author’s name and year of publication. The first reference is to a journal article, and includes the name of the article, as well as the name of the journal. Then it states the volume and the issue, followed by the pages on which the article can be found. The second and third references are books, for which the title and the location and name of the publishing company are included. Finally, the last reference is to an online article. This follows the same principles as a printed article, with the addition of [online] after the titles, the web address at which the article can be found and the date accessed. This final point is important, since the Internet is an inconsistent medium, and pages can be made available or discontinued at short notice. Notice that there are strict conventions as to where punctuation goes in the list of references. Titles should also be highlighted, by either underlining them, or making them in italics.

The references shown in Example 9.4 are perhaps the most common sources we need to reference in our writing, but the Harvard system addresses a far wider range than this. Most university and reference libraries will have their own guides to the full use of the Harvard system, and it is useful to have one of these to hand when writing up.

**Polishing up and finishing off**

Having planned, organised, structured, drafted, reread, and rewritten our research we are now finally nearing the end of the writing up process. By this stage in our writing we should have something that could almost be called a finished product. The structure and content will have been established through redrafting, so at this point we can turn our attentions to the finer points, such as presentation, formatting, and small refinements in our use of language.

The final read over our research should be with a different aim in mind to the previous cycles of the redrafting process. Here, we are not looking for major flaws or alterations to structure, but for finer improvements to the way we are expressing our ideas. With this in mind, as we read through our writing, we should be asking whether there are any words, phrases, or sentences that do not add anything to what we are trying to say, or could be better expressed. Grammatical details should be checked to make sure sentences flow. There remains much debate over the use of certain punctuation in the English language; the comma seemingly defied regulation, and so to try and edit writing in such a way as to make it grammatically
‘correct’ is a more or less pointless task. While we would not want to advocate flagrant disregard of common grammatical rules, we must recognise that in some instances it is possible to interpret the use of grammar differently, and so the best we can seek to achieve is writing which reads in the way we intend it to sound.

Spelling, on the other hand, is something we must be extra vigilant about. With the widespread use of word processing software, spell-checking has become automated. This is something of a double-edged sword; it is a great labour-saving device, but it is also responsible for harbouring bad habits insomuch as there can be a tendency not to check our spelling ourselves. Computer spell-checking will not flag up instances where a correctly spelled, but inappropriate word has been included. This can lead to potentially embarrassing situations:

The wedding ceremony features a number of acts of symbolism, not least of which is the moment at which a father ‘gives away’ his daughter as the bribe.

A computer spell-checker would not be able to inform us that the word at the end of this sentence should be ‘bride’, so it should be apparent that we cannot rely solely on technology to check our writing for us.

While checking for spelling and grammar we can also assess whether our writing manages to communicate what it is we are trying to say in the most coherent way possible. Given the time, it is useful to leave as long as possible between writing the final draft and checking for these last revisions. This enables us to come to our writing with a freshness, but still be aware of the points we are trying to make. In doing so, we shall be better placed to spot words or phrases which seem out of place, or suggest something other than the intended meaning. Once we have fine-tuned the details of grammar, spelling, and comprehension, we can move on to the presentation.

It is easy to overlook the importance of good presentation, as we spend most of our time worrying about what is going into the report, rather than how it looks. However, good presentation of a report can make our research more accessible to the reader, so we must ensure that we leave enough time prior to any deadlines to work on this aspect. Depending on how our research is going to be disseminated, we may have to adhere to a house-style with regards to formatting. Whether it is a journal article, book chapter, or thesis, there will be certain impositions of style, and we will be expected to submit our writing in a format that is within certain guidelines.

Presentation needs to ensure that the structure of the writing is clear. The use of different heading styles can help with this. Tables and graphs/illustrations should be presented in a consistent format. This applies to the numbering of these as well. Numbering will usually be linked in to the different sections/chapters. The font used should be chosen for clarity, but a specified font is easy to overlook. It is worth checking any requirements for font, as well as other layout aspects such as margin size, line spacing, and paragraph numbering. Finally, it is important to check the format in which the writing needs to be submitted. In some instances we will be
required to provide an electronic copy in a certain file format. Other occasions may demand that we submit a printed and bound copy (e.g. when submitting a thesis). All of these finer points may seem trivial individually, but together they have a significant effect on the overall product of our writing, so they should be given sufficient time and attention to be dealt with properly.

SUMMARY
The writing up process should be an enjoyable one, since it enables us to bring together all the other stages of the research process into an end product. It should not be seen as an easy process, though. It requires planning, motivation, organisation, and reflection. If handled poorly, it can prove to be the undoing of a lot of hard work. The writing up process needs to be treated with respect: to view writing as ‘unproblematic and transparent’, as merely a simple way of reporting our research, is a terrible mistake. It is necessary to remember the objectives of writing up research that we have discussed. These are:

- To address our research questions.
- To discuss our findings.
- To conceptualise our research within a broader theoretical framework.
- To reflect on the research process.
- To share our experiences.
- To contribute to methodological debates.

Writing up research should be viewed as a means of connecting with knowledge and other researchers. We can view research as a cyclical process of gathering knowledge, establishing theories, gathering more knowledge to test theories, developing new theories, then challenging those theories, and so forth. Writing is the part of the process which links all the cycles together. It is something akin to the baton in a relay race, which is passed on from one teammate to another so that the whole team can benefit.

We have seen the importance of linking our research to theory in the literature and to addressing our research questions with our data. We have also emphasised the need to understand that our writing is for others, not just ourselves. To this end, it is necessary to consider our audience and try and comprehend our writing from the point of view of the reader. This is not an easy task, but if due consideration is given to the audience, our writing will improve as a result.

Finally, we have seen the importance of some of the conventions of academic writing: references, presentation, structure, and format. Writing up research is a different process to that involved in other forms of writing. We must recognise this, and not assume that because we have spent our whole lives writing in other forms that writing up research will come easily to us. As with many skills, the key to successful and enjoyable writing is practice.
Chapter research task

Think back to the project outline you devised for a research project in the chapter research task from Chapter 3 and imagine you are to write up the research into a report. You should draw an outline plan of the different sections you would include in the report, and then break these down into sections which are specific to your research topic. Try writing brief sections on the following:

1. What sources of literature you would refer to.
2. The theories that inform the research.
3. The aims and objectives of the research.
4. The main aspects of the methods chosen for your design, with justification. As you do this ask yourself, ‘For each of the aims and objectives of my proposed project, have I set out the method(s) necessary to capture the data?’
5. Any ethical implications you foresee arising.
6. How you would approach your data so you are able to tackle your research question.

RECOMMENDED READING
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Designing a Research Proposal

✓ To examine the role of the proposal within research
✓ To inform readers of the criteria by which successful proposals are judged
✓ To examine an example of a successful research proposal
✓ To identify distinctions between quantitative and qualitative proposals
✓ To provide a framework structure for a research proposal

• Introduction
• What is a research proposal?
• The reviewers’ assessment criteria
• Quantitative and qualitative research proposals
• Is there a formula for writing successful research proposals?
• Outline of the proposed research
• Summary
• Recommended reading

Introduction

All researchers should be able to prepare a proposal for a research topic to a professional standard. Being able to produce such a proposal is an important skill. Intending doctoral students are required to prepare such a proposal when applying for studentships and seeking formal registration for their project. Such requirements are also common on many university Masters courses.

Outside of the academic arena, there are also many organisations that provide funding for social research. Where this is the case, how do you convince a funding body that may be assessing a large number of competing proposals that your research is worthy of support in preference to the others that it will look at? You may have a great idea that immediately captures the imagination, but are you capable of transforming this idea into a feasible project?
A Short Introduction to Social Research

The research proposal is the means by which we are able to demonstrate that we are able to do this. As such, it allows us to spell out what exactly is the research problem that we are intending to investigate, why this is worthy of investigation, and how we intend to carry out the research. In putting such a proposal together we shall not only need to demonstrate our knowledge of the area in which we are interested, but also be required to show that we have the necessary methodological competence and sensitivity to carry out the research.

This chapter covers the essential ground in constructing a high-quality research proposal. Specifically, it considers:

- What is a research proposal?
- What is the value of a research proposal?
- What should be included in a good research proposal?
- How should a research proposal be structured?
- By what standards are research proposals assessed?

What is a research proposal?

The research proposal is an application that is prepared by a research student, university academic, or professional researcher for support prior to embarking upon a research study.

At one level, the objectives of a research proposal may be seen as providing a statement about the purposes of the research, how it is to be carried out, the resource implications of the proposed investigation, as well as the timescale for completion. At another level, however, the research proposal is an argument. Through the document, you are presenting a case, in which the intention is to convince others of the general merits and feasibility of the proposed study.

The research proposal should therefore aim to convey three key aspects of an intended research project:

1. its objectives and scholarly significance;
2. your technical qualifications; and
3. the level of funding required.

The objectives and scholarly significance of the proposed study

The general research issues to be examined, together with the methodological strategy to be pursued, need to be carefully explained to the reviewer. Each must also be fully justified.

The proposal, then, should communicate your specific intentions. This involves a clear overview of the purpose of the proposed study and of its importance,
Designing a Research Proposal

together with a step-by-step plan for conducting it. The research problem(s) needs to be identified, questions or hypotheses should be stated, and key terms defined. You must specify and justify which target group is to be included in the sample, together with the research design to be adopted, the research instrument(s) to be used, the procedures to be followed, and the methods of analysis to be used.

All of these aspects of the project should be covered, and at least a partial review of previous related literature must be included. This will enable you to ‘ground’ your project theoretically – to make explicit links between this and existing ideas and debates that are taking place within the wider academic or policy community. The literature review will also enable you to demonstrate the suitability of your proposed research strategy. Your case will be strengthened if you: (a) reference the type of methods used by other authors in the past to conduct similar studies; (b) are then able to demonstrate from this that you have appraised the effectiveness of these approaches in generating data to examine the issues at hand, and therefore justified your own choice of research strategy.

The technical qualifications of the researcher

This will need to be stated, whether you are a student intending to commence with a Masters or doctoral research programme, or a project leader applying for funding support. Your experience and level of expertise should be carefully set out, in terms of both your knowledge of the subject area and your methodological ‘qualifications’ and skills. (Note that when applying for funding, it should not be assumed that by ‘experience’, precedence is inevitably given to those who are well published with a long history of research in the field, over new and aspiring researchers. As we shall see, an application is judged on the basis of the applicant’s track record to date, which will be measured against the particular stage reached in her or his academic career.)

The level of funding required

It goes without saying that all review committees will need to be convinced that the intended project provides ‘value for money’. This, as we shall see, does not necessarily mean that cheapest is always best. Instead, it requires that the researcher provides evidence that she or he has carefully costed the proposed project, and that the level of funding sought is warranted, given both the aims and objectives of the study and the methods to be used to implement it.

If yours is a proposed Masters dissertation or doctoral thesis, and you are not applying directly for financial support, you will nonetheless need to convince the course team that you have access to sufficient resources to complete your study.
The reviewers’ assessment criteria

The essential criteria for assessment of the research proposal will be broadly the same, regardless of which body the prospective researcher is targeting. This will be the case, whether or not you are applying for funding from an external agency or a university research committee, or to a postgraduate course team in order to receive its approval to proceed with a postgraduate dissertation. The proposal should contain sufficient information to persuade both specialist and non-specialist members of the review committee that the proposed activity is sound and worthy of support under their criteria for the selection of projects.

Activity 10.1 Review Committee’s judgement of a research proposal

What do you think the research review committee will consider most important in assessing a research proposal? Make a list of the areas that you think members of such a committee would focus upon when considering a research proposal.

But what are the key criteria that such bodies use to assess a research proposal?

The criteria most typically used by review committees to measure the potential of your research proposal can be listed as:

- Track record
- Originality
- Feasibility
- Clarity
- Outputs

Activity 10.2 Review committee assessment criteria

Consider the assessment criteria listed above. Which do you think the research review committee will consider most important in assessing a research proposal? How would you rank them in terms of their priority for such a committee? For each, write short notes explaining why you think it is a low- or high-level criterion for review committees.
Clarity

The assessors will be scrutinising a research proposal to ensure that there is an internal coherence to the project:

- Is it clearly thought through in terms of what you have set out to do?
- Is there a clear identification of the research problem that you intend to investigate?

It will be anticipated – indeed expected – by the review committee that the research proposal will not be deficient in these areas. Therefore, clarity is a low-level criterion. Very few research proposals would be expected to fail because they lacked internal coherence.

Feasibility

Can you achieve what you initially set out to do in your proposal (within your budget and your estimated timescale, and using your initial research strategy)?

You should think through your research plans carefully, and try to anticipate all possible issues and detours that you may encounter during your study. But the review committee will be sufficiently experienced in these matters to appreciate that research programmes cannot be precisely mapped out, particularly for emergent qualitative research studies. Certainly, the notion of ‘delivery within budget’ is a red herring.

And there will be issues that arise during the course of your study which may impact upon your initial methodological strategy – issues that you could not realistically have predicted at the outset. Perhaps these will be in terms of access difficulties encountered, or sickness of a key ‘gatekeeper’, or ethical matters that arise additional to those discussed in your research design.

Feasibility is an important issue, and the review committee will use this as one of the criteria upon which they will assess your research proposal. However, risk will take precedence over predictability. Producing a book on time is of course important, but the review committee will ask the question, ‘will the book be read by 5, or 500, or 5,000 people?’ before they ask, ‘will the applicant meet his/her deadline?’ Similarly, If you can demonstrate that your research is innovative, then your proposal is likely to be considered very seriously by the review committee. The exciting, yet expensive, research idea has a greater likelihood of approval than a proposal that is considerably cheaper, but is nonetheless not as inspiring.

Feasibility is an important criterion therefore – more so than clarity – but it is nonetheless a relatively low-level one.

Track record

Understandably, if your research proposal is to be assessed competitively against those submitted by other candidates, the review committee will take into account
the track records of each applicant. But an established track record by itself is
certainly no guarantee of success. And review committees will be realistic enough to
appreciate that a ‘new’ researcher can only develop a good track record if bodies like
their own provide the researcher with the support to embark upon a research career.

Furthermore, such committees will have different expectations of ‘new’ and
more ‘long-standing’ applicants. Indeed, a good track record can be achieved even
at a relatively early stage for researchers. The expectations held by assessors of
what counts as a good track record is relative to the stage of a research career
achieved by a particular applicant. New and aspiring researchers should therefore
pitch their application for research support appropriately. Typically, the route to
be taken is a ‘staged’ one. It involves the aspiring student applying initially for
a university postgraduate course. Paid academic research posts, or practitioner
research posts, are likely to follow only after qualification. Such a trajectory may be
a long and arduous one, but achieving a good track record comes only with talent
and hard work.

Outputs

This is a very important criterion, more so than those already mentioned. The
review committee will be particularly interested in supporting project proposals
that have the potential for achieving publication, or which may have ‘utility’ for the
wider policy community.

Extract 10.1 provides an example taken from a (successful) research proposal –
the Youth and Politics project (Henn and Weinstein 2000) – that was awarded a
research grant from an external research-funding agency (the Economic and Social
Research Council). Here, the applicants were required to demonstrate the relevance
of the research for different user groups.

Notice that there are very explicit statements from the funding agency concerning
its expectations about:

• the usefulness of the proposed research for this community;
• that there is evidence that such organisations and individuals have had some
  input into the design of the research;
• that the research is of sufficient interest to practitioners that they may have
  provided tangible support to the project (perhaps in terms of part-funding or a
  letter of support).

You may not have been able to achieve this level of external support, but it will
significantly add to the robustness and credibility of your research proposal if you
can demonstrate that it has importance to the wider practitioner or policy-making
communities. This will be the case regardless of whether or not you are applying
for external funding for research, or you are preparing a research proposal for a
thesis.
EXTRACT 10.1 Youth and Politics project (Henn and Weinstein 2000)

Relevance to ‘user’ groups

Please explain below the likely contribution to policy or practice; details of consultation with user groups (such as public, private and voluntary sector practitioners and policy makers) in the development of the research and proposed collaboration/communication with such groups during the research should be included. Details of any potential co-funding or support in kind should also be included here. Do not exceed one side.

1. The proposed research will be of value to policy users and to the wider political community. In previous research, we have dealt with a number of agencies and organisations that have links to youth, including amongst others, the Institute for Citizenship, the Citizenship Team at the Department for Education and Employment, the National Union of Students, various trades unions (notably the GMB), and the party youth sections. Meetings will be held to further progress these links through the research, in terms of: the design of the research and the survey questionnaire; testing out the plausibility and utility of the research findings; the dissemination of the findings through presentations at the end of the research. Together, these organisations will be able to provide invaluable advice and support to the project.

2. Non-technical summaries and briefing papers shall be disseminated to various policy users and other interested groups, including those mentioned in 1. above, but also others such as the British Youth Council, the Young Fabians, as well as all members of the Crick Commission, and think-tanks.

3. Academics will be consulted during the design stage of the research – particularly in terms of discussion of theoretical issues in the development of the questionnaire.

4. Research results will be communicated to the academic community via conferences (the annual meetings of the UK Political Studies Association and the British Sociological Association) and academic journals (papers will be submitted to the ‘British Journal of Political Science’, and ‘Sociology’ in the first instance).

5. Earlier research that we have conducted has already been widely disseminated through the national and local media. It is anticipated that the proposed research will lead to similar levels of media exposure, and press releases will be produced for this purpose.

Originality

Members of a review committee who are charged with the task of reviewing your research proposal will recognise that the project’s perceived contribution to the
external users, or its potential for publication in an academic journal, or to gain a good pass on a Masters course, will be largely dependent upon its originality. The potential to generate new knowledge is the key to a good research proposal. If you can convince the review committee that you have met this criterion, then and only then will they assess your proposal on the basis of the other criteria mentioned above. By the same token, if you fail to convince these assessors that you have an original idea that you intend to investigate through your proposed project, then the reviewers are unlikely to consider your application further.

But different types of reviewer will have different yardsticks against which to measure ‘originality’:

1. External funding agencies (higher education funding councils like the ESRC, charitable funding bodies like the Nuffield Foundation) – will assess originality in terms of an expected significant contribution to knowledge likely to follow from the proposed research.
2. Ph.D. review committees – will look for indications that the intended study programme has a significant potential for publication.
3. Masters supervisors – will be concerned that the dissertation proposal will lead to an authentic and independent research project.

So, how will you discover your ‘big idea’?

It is likely to develop organically from your own research interests. Most importantly, you must read widely – adopting too narrow a focus in your reading may limit your ability to discover your research question. You must look consciously for it. This will by necessity involve you in one or more of the following:

- Developing an awareness (through reviewing the literature and/or attending conferences) of the research which is currently being developed in your field. As you do so, search for an idea which you consider to be significant by its omission from your field. Try to identify what is conventionally referred to as a research gap in your chosen area.
- Challenging current thinking in your field (to do this requires you to be aware of the key issues and debates in your subject area first of all).
- Applying an existing idea to a new field or a different academic or policy context. This may not involve you in developing a ‘new’ idea as such, but the way in which you use that existing idea will be innovative. It therefore has the potential to make an original contribution to knowledge. An example might involve you examining a marketing technique that is used widely within the general field of business studies, and researching the extent of its usage by political parties in their campaigning. Through your research, you may gain a greater understanding of the development of modern electioneering methods.

The research proposal is therefore an important document. As such, it will take significant time, effort, and patience to get it right. It will also likely involve the
preparation of several drafts, as well as feedback from colleagues in the field, before it is ready for submission. But such preparation has some important potential benefits for the project. Submitting the research proposal enables an expert review committee to evaluate the merits of your research plans, and in so doing – especially where they may offer suggestions for revision – provides important ‘expert’ insight into how to improve the study.

Quantitative and qualitative research proposals

Prior to the drafting of a research proposal, the nature of the research design to be selected should be set out. Whether one is intending to adopt a broadly qualitative research design, or a strategy that is largely quantitative in nature, is likely to affect the shape and format of the research proposal. Of course, those charged with reviewing proposals would have very clear expectations that certain content will be included in the proposal, regardless of the intended research strategy. However, some elements of a quantitative research proposal will not be included in a qualitative research proposal, and vice versa. Furthermore, quantitative research proposals are likely to be more uniform than those designed for broadly qualitative-based studies. As K.P. Punch (1998, pp.269–70) notes:

It is easier in many respects to suggest proposal guidelines for a quantitative study, since there is greater variety in qualitative studies, and many qualitative studies will be unfolding rather than prestructured. An emerging study cannot be as specific in the proposal about its research questions, or about details of the design. When this is the case, the point needs to be made in the proposal.

In the remainder of this chapter, the core elements of a research proposal will be reviewed. Where appropriate, the specific aspects that are necessary for drafting either a qualitative or a quantitative proposal will be noted.

Is there a formula for writing successful research proposals?

A research proposal, then, is a written plan for a study. It spells out in detail what the researcher intends to do. It permits others to learn about the intended research, and to offer suggestions for improving the study. It helps the researcher to clarify what needs to be done, and aims to avoid unintentional pitfalls or unknown problems.

Before examining what a research proposal might look like, it is important to be aware that what will be suggested in the remainder of this chapter is intended to serve as a general framework, not a definitive set of instructions. The only general rule that must always be adhered to is that the research proposal should be both
succinct and complete. Other than that, each university research committee or external funding agency will have its own expectations about the actual format of the research proposal, and some will be more explicit than others in this respect. Research proposals often vary significantly in terms of length. In some cases, application forms that prescribe precisely what is wanted will need to be completed. In others, the researcher will have more latitude to decide upon the format of the proposal.

However, the onus will be on the researcher to ‘bend’ to meet the requirements of the university review committee or external funding agency.

**Outline of the proposed research**

In the absence of any forms or guidelines, there are general themes that you might use to structure your own research proposal, whether this is for a postgraduate dissertation, or an application for external research funding. However, what follows are ‘elements’ of a proposal – you do not need to have each as a particular heading.

**Title page**

This should include each of the following: your name, the title of the proposed project, any collaborating agencies which have been involved in the preparation of the proposal, the date of submission, and, if applicable, the funding agency to which you are applying for support.

**Abstract**

The abstract is a brief synopsis of the planned research investigation. It appears at the front of the proposal, but it is usually the last element to be written. It should include two key areas – the major objectives of the proposed study, and the procedures and general methodological strategy that are to be used in order to meet these objectives. The abstract should be approximately one page or less in length.

The abstract is an important strategic element of the proposal, and therefore should be afforded considerable attention in the drafting of your proposal. It serves three key interlinked purposes:

- The reviewer usually reads it before the full proposal to gain a perspective of the study and of its expected significance.
- The reviewer uses it as a reference to the nature of the study if the project comes up for discussion.
It will sometimes be the only part of the proposal that is read when making preliminary selections of applicant proposals.

Read through Extract 10.2. As you do so, look carefully at the two aspects of an abstract outlined above, and note how they are covered.

**EXTRACT 10.2 Abstract: Youth and Politics project (Henn and Weinstein 2000)**

Conventional wisdom holds that young people in Britain are alienated from the political process. Moreover, some have suggested that there is an ‘historic political disconnection’ of youth from formal party politics, with this group more likely to participate in new politics formations. Paradoxically, there is a recognition that formalised youth activities are a potentially significant aspect of party development. They serve the purposes of recruiting the future political elite, raising political awareness among young people, and widening the pool of party activists. The aim of this project is to reveal the level of engagement that young people have with party politics in Britain. Specifically, the research will examine whether there is a crisis of democratic legitimacy in terms of the attitudes of young people toward party politics. It will also investigate differences in this respect, along socio-demographic and spatial lines. Importantly, regional analysis will enable an examination of the efficacy of new political institutions in Wales, Scotland and London for strengthening levels of young people’s political engagement. Quantitative data will be collected by means of a national postal survey of young people. This will be the first British nation-wide study to focus exclusively on first-time voters with only limited experience of formal politics.

**Activity 10.3**

Think about a research project that you intend to conduct. Write an abstract of between 200 and 250 words, setting out (a) the general issues and debates/or policy field that you intend to engage with through your study, (b) your specific aims and objectives, and (c) the research strategy that you propose to follow to meet these objectives.

**Research problem to be investigated**

There are usually four areas to be addressed in this section of the research proposal: the purpose of the proposed study, a justification for the project, the specific research
questions that you intend to explore, and a definition of the key terms and concepts that you will examine. However, you will write only one section. This must contain all of these four aspects; you will not deal with each under a separate heading.

**Purpose of the study**
This section expects you to state succinctly what the research proposes to investigate. The purpose should be a concise statement, providing a framework to which details are added later. Generally speaking, any study should seek to clarify some aspect of the field of interest that is considered important, thereby contributing both to the overall knowledge in the field and to current practice.

**Justification for the study**
The researcher must make clear why this particular study is important to investigate. You must present an argument for the work of the study.

As an example, you might be interested in the general field of organisation studies. If you intend to study a particular method through which a local authority deals with harassment at work, you need to make a case that such a study is important, and that people are or should be concerned with it. Perhaps it is particularly prevalent in a particular department compared to the overall situation within the local authority. You might indicate that previous studies have identified a pattern of harassment that is linked to poor morale within the workplace, increased incidences of people suffering from occupational stress, and high levels of absenteeism. Or perhaps, where the issue is not checked, it may lead to poor industrial relations. The net result either way may lead to a decline in public confidence in the service.

Alternatively, you may be interested in conducting a research study which aims to evaluate the effectiveness of ‘care in the community’ solutions for mental health patients. Existing research may indicate that since the introduction of the current arrangements, there has been a marked increase in the general suicide rate amongst this group, or perhaps an expansion in the rate of homelessness among people with severe learning difficulties.

You must also make clear why you have chosen to investigate the particular method adopted by organisations to tackle such problems. In many such proposals, there is the implication that current methods are not adequate to tackle the problem seriously.

Coley and Scheinberg (1990, p.41) have developed a useful framework for conceptualising issues for research that helps to justify how research may reveal interesting new insights into the problem. The framework may not, in its entirety, be appropriate for all styles of research, but the general method they adopt is a useful way of beginning to think about how you may structure the ‘case’ for your proposed study:

People with ‘A’ characteristics and background live in ‘B’ conditions/environments and have ‘C’ problems/needs that are caused by ‘D’.
People are blocked from solving these problems because of ‘E’. This problem is related to other problems ‘F’, and have ‘G’ short- and long-term impact if not addressed.

The impact of their needs/problems on the community is ‘H’. Others have addressed their needs/problems by doing ‘I’, the result of their interventions have been ‘J’.

The most promising strategy for intervention now is ‘K’.

Key questions to ask yourself at this point are:

• Have I identified the specific research problem that I wish to investigate?
• Have I indicated what I intend to do about this problem?
• Have I put forward an argument as to why this problem is worthy of investigation?

The research questions

The particular research questions that you intend to examine should be stated next. These are usually, but not always, a more specific form of the problem in question form. For quantitative researchers, research hypotheses will be set out at this stage for reasons of clarity and as a research strategy. If a researcher has a hypothesis in mind, it should be stated as clearly and as concisely as possible. It is unnecessarily frustrating for a reader to have to infer what a study’s hypothesis or hypotheses might be. Examples of the research questions that were to be pursued in the Youth and Politics project noted in Extracts 10.1 and 10.2 are included in Extract 10.3.

For qualitative researchers, especially those adopting an emergent research design, the actual research questions and hypotheses will not become clear until the research has begun. Typically, these begin to take shape in the course of data collection and analysis. As K.P. Punch (1998, p.270) notes:

If a tightly structured qualitative study is planned, the proposal can proceed along similar lines to the quantitative proposal. If a more emergent study is planned, where focus and structure will develop as the study proceeds, this point should be made clearly (in the research proposal). In the former case, there will be general and specific questions. In the latter case, there will only be general orienting and guiding research questions.

Key questions to ask yourself at this point are:

• Have I asked the specific research questions that I wish to explore through my research?
• Do I have any hypotheses in mind? If so, have I expressed them clearly and appropriately?
• Do I intend to investigate a relationship between different phenomena or variables? If so, have I indicated the variables that I think may be related?
EXTRACT 10.3 Key research questions: Youth and Politics project (Henn and Weinstein 2000)

- Popular understanding of parties.
- Are young people indifferent, or even hostile to political parties?
- What, if anything, do they like about them?
- Do their attitudes towards parties significantly differ from those of other sections of the population (such as their parents’ generation)?
- Is there evidence to suggest that young people are now more disaffected from parties than at any time since the introduction of universal suffrage?
- And is there a case for arguing that young people, given their particular socialisation and formal educational experiences, might actually be more predisposed to party appeals?

Activity 10.4

Write down a list of five key questions that you aim to research in your project. As you do, make brief notes to remind yourself why you are asking these questions - what do you aim to achieve in doing so?

Definitions of key terms and concepts

All key terms should be defined. In a quantitative hypothesis-testing study, these are primarily the terms that describe the variables of the study. Your task is to make your definitions as clear as possible. If previous definitions found in the literature are clear to all, that is well and good. Often, however, they need to be modified to fit your proposed study. It is often helpful to formulate operational definitions as a way of clarifying terms or phrases. While it is probably impossible to eliminate all ambiguity from definitions, the clearer the terms used in a study are – to both you and others – the fewer difficulties will be encountered in subsequent planning and conducting of the study.

For instance, if you are conducting a study which involves researching harassment at work, you will want to examine different aspects and dimensions of this key concept. One of these may be violence, and you should carefully define this by taking account of the different forms of violence – physical, verbal, and emotional. Now review the section on operationalising concepts in Chapter 3.

In an emergent qualitative-based research study, however, the key concepts that you intend to engage with in your research will not all be clear to you at the outset of your research. The key issues, their dimensions, and how you intend to define
them will only become clear in the course of the actual empirical investigation. Where this is so, you should state this clearly within your proposal.

A key question to ask yourself at this point is:

- Have I defined all key terms clearly and (if possible) operationally?

**Review of the literature**

In a research proposal, the literature review is a partial summary of previous work related to the focus of the study. You will need to demonstrate to a review committee that you are familiar with the major trends in previous research as well as opinions on the topic, and that you understand their relevance to your planned study. The major weakness of many literature reviews is that they cite references without indicating their relevance or implications for the planned study.

You need to review the literature comprehensively prior to the development of your research proposal – in order for instance to identify a research gap that will serve as a stimulus for your study. However, the space available for you to develop this in your research proposal will be limited. You will therefore need to be concise and succinct in your review.

Cormack (1984) provides a useful overview of the three key uses of a literature review. It will:

- provide you with a wide range of documentary information on facts, opinions, and comments concerning the topic to be investigated;
- help you to discover whether the topic has already been studied, and, if so, to what extent your work will be affected;
- help you to decide which research techniques will be most appropriate for your study.

In the early stages, the literature review will consume much of your time and energies. However, it should be regarded as a continuous process, with new information added as the project proceeds.

You should take a structured approach to your literature search. Ask yourself, what information are you after? If you are going to use word searches on CD-ROMs or the Internet, you should list all the possible keywords and synonyms that you consider to be relevant to your research question(s). You should also be clear about which timescale you intend to cover in your project (only articles since 1991?), and what the geographic boundaries are that you intend to work within (Australian but not Canadian studies?). Finally, you should be flexible about the range of material that you consider for your literature review – especially if your initial searching fails to uncover a sufficient body of literature for your study. For instance, you may consider studies that investigate the sources and impact of occupational stress in the teaching and nursing professions, and how these experiences apply to the fire
service in terms of the implications for safety. Or perhaps in a project focusing on youth engagement with politics, you might find it valuable to consider studies that examine the political participation of ethnic minority groups. For more information about consulting the literature, see Chapter 9.

Key questions to ask yourself at this point are:

- Have I surveyed and described relevant studies that are related to my research problem?
- Have I surveyed existing expert opinion on the problem?
- Have I summarised the existing state of opinion and research on the problem?

Methodology to be used for conducting the research

The methodology section should include a discussion of your intended research design, the sample you will examine, the instruments to be used to conduct the investigation, procedural detail for collecting your empirical evidence, and the data analysis technique(s) to be used.

Research design

The particular research design to be used should be identified, as well as how it applies to the present study. You therefore need to ensure that your choice of approach is justified in this section (see Extract 10.4). Typically, the basic design is fairly clear cut, and fits one of the following models:

- Survey research
- Historical research
- Experimental research
- Observational/ethnographic research
- Documentary research

However, you may want to use a variety of approaches. Combining methods and strategies may help to add depth to your study, as well as enable you to identify whether your approach is valid and reliable. See Chapter 3 for a discussion of this mixed method research design.

Emergent qualitative research designs may involve you in approaching your methods more flexibly during the course of the study. As K.P. Punch (1998, p.273) explains, when opting for such a research design: ‘There is a need to explain the flexibility the study requires and why, and how decisions will be made as the study unfolds’.

Nonetheless, you should be as explicit as you can be in your proposal about the general research design that you intend to use, and provide as much material about your plans as you are able.
EXTRACT 10.4 Youth and Politics research proposal
(Henn and Weinstein 2000)

As you read through this extract, notice how the two methods are justified with respect to the project aims and objectives.

Focus on attainers
As a methodological innovation, we will focus exclusively on ‘attainers’ – young people eligible to vote for the first time when the 2001 electoral register comes into force. As far as we are aware, the proposed study would be the first of its kind to focus solely on attainers. Our intention in limiting our study to this age group is twofold. Firstly, in research terms, attainers are a relatively unique target group. Most social and political surveys that examine the views of young people tend to combine their views with older youths. Hence, attainers will typically be analysed as part of an 18–24 (or 18–25) year old group (see, for instance Parry et al. 1992) or included in studies of students (e.g., Denver and Hands 1990), often alongside respondents with an increasingly mature age profile as Higher Education is opened up to new entrants. Secondly, they will have had minimal formal experience of participating in politics in terms of voting, with the possible exception of the 2001 local elections. They are, therefore, relatively inexperienced politically in comparison to older people and are therefore less likely than their older contemporaries to have formed deep-seated views about politics, parties and politicians. As a consequence, attainers provide a fascinating target group for study in terms of their perceptions of political institutions and actors in Britain. The study will form the baseline for understanding future developments in youth attitudes of, and orientation towards, British political parties as these attainers gain experience of engaging with politics. There is potential therefore to track attitudes over time for comparative purposes.

Activity 10.5

Decide what is to be the research design for your intended study. State clearly why you have chosen that particular approach in terms of the aims and objectives you set out for your project in Activity 10.4.

Sample
In your proposal, you should indicate in considerable detail how you will include participants – the sample – for investigation in your study. You should indicate
what the size of the sample will be, how members will be selected, and what claims you may legitimately make about the representativeness of your sample. For a quantitative research study, you should aim, if at all possible, to adopt a random sampling technique, or, if this is unrealistic, a quota sampling method should be used in an attempt to maximise representativeness.

However, for small-scale projects of the type likely to be undertaken by postgraduate students where your study will be subject to various resource constraints, it may be legitimate to use other less rigorous sampling methods such as the convenience sample. It is more important to complete a project with an unrepresentative sample than abandon the study because it fails to achieve a sample that is representative of your target group. If a convenience sample must be used, relevant demographics (gender, ethnicity, occupation, age, housing, and any other relevant characteristics) of the sample should be described. The legitimate population to which the results of the study may be generalised should be indicated.

For emergent qualitative research designs, you are likely to use theoretical sampling to select your research participants. Where this is the case, you are much more likely to include respondents whose presence is designed to maximise theoretical development than to achieve representativeness. Your reasons for choosing this sampling strategy should be indicated (and justified) within this section of the research proposal, together with an acknowledgement that: (a) the sample has been chosen to generate insights (as opposed to definitive conclusions) about your research area; and (b) the results will be indicative, rather than representative, of the views of the wider population. For a further discussion of this point, see the section on case selection from Chapter 3.

Key questions to ask yourself at this point are:

- Have I described my sampling plan?
- Have I described the relevant characteristics of my sample in detail?
- If you are using a predominantly quantitative research design, have I identified the population to which the results of the study may legitimately be generalised?
- If you are using a predominantly qualitative research design, have I demonstrated that my selection of cases is reasonably typical of what might be expected if I had conducted my research elsewhere?

**Instruments to be used**

Whenever possible, existing research instruments should be used in your study, since construction of even the most straightforward test or questionnaire (or selection of questions) is often very time consuming and difficult. Furthermore, doing so will enable you to make comparisons between your findings and the results from the earlier study from which the research instrument was borrowed.

However, you cannot justify using an existing research instrument if it is not appropriate for your purpose, even though it may be more convenient. You will therefore need to assess whether existing instruments are suited to your needs.
In the event that appropriate instruments are not available, the procedures to be followed in developing your own research instruments to be used in the study should be described with attention to how validity and reliability will be enhanced. It will be important to indicate within your proposal that you intend to build a *pilot stage* (Extract 10.5) into your project, or, if the research instrument has already been tested for these purposes, include a version within the appendices. For example, if you are conducting a survey, you should include a specimen questionnaire or some questions that you consider to be good illustrations of what you will ask. For a more qualitative research design, you might include an observation schedule, or a topic guide for in-depth interviews.

**EXTRACT 10.5 Pilot stage: Youth and Politics research proposal (Henn and Weinstein 2000)**

As you read through the following extract, you will notice how a pilot study has already been conducted to examine both what sorts of question areas will likely need to be explored for the qualitative part of the project, and how the quantitative aspect will take advantage of an existing research instrument.

**Pilot research**

A qualitative-based pilot study, using focus groups, has already been completed by the research team in preparation for this full project (Henn, Weinstein and Wring 1999). This preliminary research was designed to help establish which questions should be asked, as well as their structure. We will also hold meetings with various party youth activists and youth organisers, interested user groups, and academics in order to further our understanding of which questions to include in the questionnaire. In addition, the proposed survey will include questions that appear on other national political opinion studies to enable comparative work with other age groups (including amongst others, the British Social Attitudes surveys, the British Election Studies surveys, and the British Election Panel surveys). Considerable attention will be paid to the design and layout of the questionnaire to ensure an attractive presentation of the postal survey. This will draw on previous experience of conducting postal surveys of this particular target group (Wring, Henn and Weinstein 1999; Henn, Weinstein and Wring 2000). A pilot study will be conducted in the Nottingham area in order to test the efficacy of the questions to be used in the postal survey.

Key questions to ask yourself at this point are:

- Have I described the instrument(s) to be used?
- Have I indicated their relevance to the present study?
Procedures and data collection

Outline your proposed method(s) of research. This should be presented in sufficient detail for the reader to know whether the project is realistic, feasible, and worthwhile. You will need to describe how you intend to access your target group, and contact your research participants. Is your target group one that is typically difficult to involve in research studies of your kind? If so, what steps will you take to maximise your response rate, and minimise bias? What method of data collection will you use? For instance, if your proposed study involves the use of a questionnaire, you should indicate whether you intend to use a self-completion version, or implement it in a face-to-face situation, or via the telephone.

It is important to make your procedures of data collection clear so that if another researcher wants to repeat the study in exactly the same way as the original, you have made your procedures as clear as possible so they can be replicated. Certain procedures may change from those previewed in the proposal as the study is carried out, but a proposal should always aim to have this level of clarity as its goal. Explain why you think this is the best method for investigating the research problem.

A key question to ask yourself at this point is:

- Have I fully described the procedures to be followed in the study – what will be done, where, when, and how?

Data analysis

The researcher should indicate how the data to be collected will be organised, interpreted, and analysed. You should explain which statistical procedures and tests you intend to use for quantitative-based studies, and why you are choosing to do so. Similarly, if you intend to conduct a qualitative research study, then you should indicate the methods of analysis you will use to analyse the data. Perhaps you intend to quantify the results obtained from your unstructured interviews? If your project is more emergent in nature, you may be proposing to adopt a grounded theory approach.

Ethical considerations

The review committee will have been alerted to any potential or any actual ethical problems likely to arise from your proposed study while reading the methodology section. The proposal may be reviewed by a committee whose primary objective is to assess the scientific methods of a study, but they will also be aware of ethical issues.

It is important that you anticipate gaining written consent from adults or parents or guardians when members of your target group cannot themselves give
approval. Ethical matters may also be relevant to protecting these research participants from any negative consequences of your study. However, you will also need to demonstrate to the review committee that you have taken adequate steps to ensure that both yourself and others associated with your intended project are protected from harm, particularly if the research situation is one that has the potential to place people in positions of danger.

At some point in the proposal it is necessary to indicate clearly what you regard as the major ethical issues of the project, and to state clearly how these will be handled. Alternatively you may state that the proposal raises no ethical issues. In order to complete this section effectively and convincingly, you should pay close attention to the ethical guidelines that are set out in the codes of conduct that many academic and professional organisations have developed. For a full discussion of ethics, see Chapter 4.

**Timescale**

The amount of time you need to devote to the study should be set out in the proposal. It may be that this is a proposal for a full-time commitment or for only a few hours in a week. But whichever is the case, the research proposal must specify the amount of time involved (Extract 10.6). The review committee will need to know how long the project will take when considering whether to fund it, or, if yours is a proposal for a Masters dissertation, whether the project can be finished within your deadline.

**EXTRACT 10.6 Timetable for the Youth and Politics project**

Completion of all preparation and design work (3 months); commencement of survey data collection phase of study (3 months); completion of survey data collection phase of study (6 months); commencement of analysis phase of study (6 months); completion of analysis phase of study (14 months); commencement of writing up of the research (12 months); completion of preparation of any new datasets for archiving (14 months); completion of writing up (18 months).

**Facilities and resources**

Describing particular forms of expertise or backup facilities can strengthen a proposal. Good computer and library facilities fall into this category. Where established networks are integral to a project, or co-operation has been obtained from particular agencies or institutions, some indication of this, like a letter of agreement, may be included as a helpful appendix.
Budget

Preparing a research budget is as much a skill as preparing other parts of the proposal. Part of the skill lies in locating other people who know the price of all appropriate commodities: staff time, tape-recorders, photocopying, travel costs, and so on. Preparing a budget means translating the timescale and plan of work into financial terms.

In preparing a budget, use a checklist to include main headings such as:

- Research salaries
- Data collection costs (purchase of equipment and other materials, printing, travelling expenses)
- Stationery and postage
- Data analysis expenses

Pre-submission

It is likely that a research proposal will go through many drafts. Indeed, there would be major cause for concern if it did not. There are a number of things to be achieved in reviewing a proposal – not least considering its physical presentation. Legibility, lucidity, and clarity of presentation are all important. While readers of a proposal will not be evaluating its presentation, the relatively small amount of time it takes to ensure a layout that is easily followed will be time well spent.

Check carefully that the proposal meets all of the criteria set by the review committee.

Perhaps most importantly, ask colleagues to read and comment upon your proposal, and take any criticisms that they may have of it seriously. As Hessler (1992, p.287) states:

We assume too much, taking for granted the nuances and assumptions of our research, which is tough on readers who do not share this knowledge ... take nothing for granted. If in doubt, spell it out, even to the point of repeating yourself. Redundancy is not the worst sin in grant writing.

SUMMARY

This chapter has reviewed the process of constructing a research proposal, setting out the main points that need to be considered in producing a professional and convincing document. As we have seen, in any proposal it is of paramount importance that the research that is envisaged is clearly articulated and is of value to the body looking to support the research.

In assessing your proposal, a reviewer will also be looking to see that your proposed study is a feasible one. As well as capturing a reviewer’s imagination with the subject of your research, you will have to satisfy the reviewer that you are in a position to carry the research out to a high standard. Having a bright idea
is the starting point from which you have to construct a compelling case that your research is not only interesting, but also capable of execution.

In this respect the reviewer will be looking for you to demonstrate your methodological proficiency and sensitivity. For example, have you adequately addressed the complexities of the sampling strategy that will need to be adopted and are you fully aware of any potential issues that may preclude you obtaining access to your intended research participants?

As we have seen, there are different audiences for different sorts of research proposals. If your research is intended to be carried out as part of a Masters course at a university, you may be primarily focused on persuading your tutors that you have located your research in a particular body of specialist literature. On the other hand, if you are applying for funding from an external agency that places a high premium on policy-oriented research then you will need to convince the reviewing panel that your research not only is of academic interest, but also has wider societal value.

Of course, all reviewers will have their own set of criteria by which they will judge the proposals that come before them. Unfortunately, there is no easily applied formula that can be applied to all research proposals that can guarantee success. However, the more consideration that you have been able to give to the research you plan to carry out, reflecting on the outline elements that have been covered in this chapter, the more likely it is that you will have produced a proposal that stands up to keen scrutiny.
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